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F r o m  T h e  E d i t o r

Publication of this journal is made possible by numerous individuals 
and organizations. Every year in late August we initiate a sponsorship 
renewal campaign, and the total funding determines our publica-
tion frequency for the following year. This November edition will be  
the third and final issue in 2017, but we hope to return to our reg-
ular quarterly publication schedule in 2018. We still need more  
individual and corporate sponsors, so please make a donation at 
http://tinyurl.com/IPJ-donate or ask your company to sign up  
for a sponsorship.

In our series of articles on emerging technologies we turn to Block-
chain, a term that is now found in mainstream news outlets. We asked 
Bill Stallings to give us an introduction to this technology and con-
sider some of its applications, such as Bitcoin.

Network Address Translation (NAT) has been widely deployed in both 
home and corporate networks for many years. Since the IPv4 address 
space is largely depleted, NATs provide an easy option for creating 
local networks that use private address space as defined in RFC 1918, 
and communicate with the public Internet through a single IP address. 
There are many technical problems associated with NATs, some of 
which have been described in other articles in this journal. This time, 
Geoff Huston provides an opinion piece “In Defence of NATs.”

After many years on the ICANN Board, Steve Crocker has finished 
his term, but has agreed to continue serving on our Editorial Advisory 
Board. Thank you, Steve! In other news, the Internet Society recently 
celebrated its 25th anniversary, while the Internet Engineering Task 
Force (IETF) celebrated its 100th meeting. For more information on 
these events, visit http://isoc.org and http://ietf.org

As mentioned in our previous issue, if you have a print subscription 
to this journal, you will find an expiration date printed on the back 
cover. For the last couple of years, we have “auto-renewed” your sub-
scription, but now we ask you to log in to our subscription system 
and perform this simple task yourself. This process will ensure that 
we have your current contact information, as well as delivery prefer-
ence (print edition or PDF download). For any questions, e-mail us at: 
ipj@protocoljournal.org 

—Ole J. Jacobsen, Editor and Publisher 
ole@protocoljournal.org

http://www.cisco.com/ipj
http://tinyurl.com/IPJ-donate
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http://ietf.org
mailto:ipj%40protocoljournal.org?subject=
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A Blockchain Tutorial
by William Stallings, Independent Consultant 

B lockchain is a recently-developed distributed digital imple-
mentation of the hardcopy transaction ledger that has been 
used throughout the world for centuries. Businesses and other 

organizations use ledgers in a variety of applications, such as to 
determine ownership, establish valuations, and document liabilities. 
The most common ledger applications are for tracking and chrono-
logically recording transactions that involve an exchange of value 
between parties. Another common use of ledgers is to record birth 
and death certificates.

Blockchain first came to public notice as the technology that sup-
ports the virtual currency Bitcoin. And while the interest in Bitcoin 
has tended to wax and wane, the interest in blockchain continues to 
grow[1].

Distributed Ledgers
In the business context, a ledger, or general ledger, is defined as a 
central repository of the accounting information of an organiza-
tion in which the summaries of all financial transactions during an 
accounting period are recorded. Also called the book of final entry, it 
provides all the data for preparing financial statements for the orga-
nization. As mentioned, the ledger can be used to record other types 
of transactions as well.

In the common business environment, a digital ledger is stored in a 
central server, and distributed access is provided with read and/or 
read/write privileges (Figure 1). To assure security, there is some sort 
of access control mechanism that authenticates users, enables secure 
access, and enforces access restrictions (for example, read-only). For 
a system with ongoing transactions and a heavy volume of read and 
write access, the central server model can be inefficient.

An alternative is a secure distributed ledger, which consists of an 
expandable list of cryptographically signed, irrevocable records of 
transactions that is shared by a distributed network of computers. 
Subject to network time delays, every participant has the same copy 
of the ledger. Each participant may propose a new transaction to be 
added to the ledger and when consensus that the transaction is valid 
is reached, it is added to the register. 

Trust in a distributed ledger involves two concepts. First, security 
protocols and mechanisms, generally based on Public-Key Crypt-
ography, ensure that the creator of each transaction is authenticated 
and validated. Transaction creators prove they are entitled to make 
a transaction by satisfying the particular conditions associated with 
this application. Meeting these conditions almost always involves  
the use of a secure digital signature. 
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Figure 1: Centralized and Distributed Ledgers 

System with Read/Write Access Access ControllerMiner

A

A

Centralized Distributed

R/W

M

R/W

R/W

R/W

R/W

R/W

R/W

M

M
M

M

M

M

R/W

R/W

R/W

R/W

R/W

R/W

R/W

R/W

Network

Second, a consensus mechanism is used in which computers on the 
network check each other to ensure records are consistent. In block-
chain, this latter mechanism is implemented by systems called miners. 
Their job it is to determine that each new addition to the ledger is 
valid and consistent with previous entries. When the miners achieve 
consensus on a new entry, it is permanently added to the ledger.

Consider the use of a distributed ledger to record financial transac-
tions or some other type of transaction that involves the exchange of 
value. Each transaction is a signed message that creates new outputs 
(transfer of value to another) while consuming old inputs (transfer of 
value from the transaction maker). For financial applications, each 
transaction is the digital equivalent of a paper check, and represents 
a promise by the payer to transfer control of a given amount of value 
to another party. The same funds or other value can be sent to only 
one party. An attempt at double spending, by creating two transac-
tions that consume the same inputs, is prevented by the use of digital 
signatures and the trust mechanisms of the distributed ledger.
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The Gartner Research document “What CIOs Should Tell the Board 
of Directors About Blockchain”[2] lists the following benefits of using 
secure distributed ledgers:

• Civilians and computerized agents govern the economic and 
transaction infrastructure, which is global in scale, peer-to-peer, 
self-regulating, secure, and reliable.

• A decentralized, shared history of activity, obligations, rights, and 
records ensures transparency and certainty.

• Fine-grained and diverse (not just monetary) value exchange 
occurs directly between participants on a network, at lower cost 
and higher speed compared to legacy systems.

• The system is open to everyone, both public and private, but con-
trol and openness can be customized.

• Ownership and rights are recognized broadly. Value can be natively 
created and exchanged with no double spending or repudiation of 
transactions. The system guarantees proof of existence, process, 
and asset provenance.

• Embedded business logic enables dynamically self-executing smart 
contracts linked to diverse assets.

• Distributed autonomous organizations acting as full-fledged legal 
entities can execute transactions with no human intervention.

General Concept
In essence, blockchain is a data structure that makes it possible to 
create a digital ledger of transactions and share it among a distrib-
uted network of computers. After a block of data is recorded on 
the blockchain ledger, it is computationally infeasible to change or 
remove it. When someone wants to add to the ledger, participants 
in the network, all of which have copies of the existing blockchain, 
run algorithms to validate the proposed transaction. If a majority 
of nodes agree that the transaction looks valid—that is, identify-
ing information matches the history of a blockchain—then the new 
transaction will be approved and a new block added to the chain. The 
transaction is fulfilled or executed only when it has been approved 
for addition to the blockchain. In contrast, in a typical computerized 
ledger scheme, transactions are submitted to a trusted central party 
that is responsible for validating the transactions and posting them 
in the ledger.

Blockchain provides a distributed public ledger containing transac-
tions that are governed and maintained by specific protocols through 
consensus of the nodes participating in its network. The ledger con-
sists of a linear time-sequenced chain of blocks, with each block 
containing one or more transactions. Each block is connected to the 
previous block via a hash (tamper-proof digital fingerprint). On the 
blockchain, users can observe transactions that have occurred, so 
they know which outputs are available for spending and which ones 
have been consumed. 

Blockchain continued
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Each block in the blockchain represents, in effect, the claim by some-
one on the network that the transactions contained inside the block 
are the first ones to spend the inputs involved, and therefore any 
transaction in the future that attempts to spend the same inputs 
should be rejected as invalid.

The term “blockchain” is used interchangeably to describe both the 
blockchain network (network of nodes) and the distributed ledger 
(chain of blocks). It offers a way for users who may not know or trust 
each other to create a record of who transacts what that will compel 
the assent of everyone concerned.

The blockchain ledger is not housed on a single privileged server. 
Rather, it is a shared data structure in which every node (user) on the 
network has the same copy of all other nodes (subject to propagation 
time delays) and can read any transaction in the ledger.

Blockchain Structure
A blockchain is a linear sequence of blocks used to store transactions. 
Each block contains one or more related transactions, and the blocks 
are ordered in increasing time sequence. Thus, each block represents 
a set of events that have occurred over a given time frame that is 
subsequent to the preceding block in the chain and prior to the fol-
lowing block in the chain. Users with application access to the chain 
can read any transaction in the sequence and can add a new block at 
the end of the sequence.

As shown in Figure 2, each block has a unique predecessor and 
successor. A block is added only at the newer, or higher end of the 
chain. As will be shown, there may temporarily be a branching struc-
ture as the chain grows. An essential element of blockchain is that 
each block is linked to its preceding block using a cryptographic  
algorithm. The scheme is designed such that it is computationally  
feasible to add a new block to the end of the chain but computa- 
tionally infeasible to replace a block interior to the chain or to insert 
a new block between two existing blocks in the chain. After a block 
is added to the chain, it is read-only. Figure 3 shows the blockchain 
operation in general terms. 

Figure 2: Block Chaining Concepts
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Figure 3: Basic Blockchain Logic
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The exact structure of a block may vary from one application to 
another. Table 1 shows the typical block format. Each block begins 
with a “magic number” that uniquely identifies this chain. For 
Bitcoin, the magic number is 0xD9B4BEF9. This number is followed 
by a blocksize field that specifies the total number of bytes in the 
remainder of the block. Next comes the header, consisting of multiple 
fields. Finally, the block contains a transaction counter (≥1) followed 
by one or more transactions. The internal format of each transaction 
is application-dependent.

The header begins with a Version Number, to allow for future alter-
ations to the block format. The blockchain application should be 
backward compatible so that older format versions can be processed. 
The foundation of the security of blockchain is found in the sec-
ond field, which in effect provides a Backward Link to the preceding 
block. This backward link consists of the hash of all of the headers 
of the preceding block (Figure 4). By using a cryptographically strong 
hash function, such as SHA-256, this scheme secures the block- 
chain against an adversary’s altering a block or inserting a block. 

Blockchain continued
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In either case, the adversary would have to create a block with a 
header whose hash value equals a given value, and this creation is 
computationally infeasible for SHA-256. 

Table 1: Contents of a Block

Item Description

Magic Number A unique identifier for the blockchain; remains constant 
for all subsequent blocks

Blocksize Number of bytes following up to end of block

Version Number Block format version

Link to Previous Block Hash of preceding block header

Transaction Hash
The root node of a Merkle Tree, a descendant of all the 
hashed pairs in the tree. The root node is a 256-bit hash 
based on all of the transactions in the block.

Timestamp When block was created

Mining Difficulty

A relative measure of how difficult it is to find a new 
block. The difficulty is adjusted periodically as a function 
of how much hashing power has been deployed by the 
network of miners.

Nonce Used to calculate proof-of-work

Transaction Counter Number of transactions in this block

Transactions The (nonempty) list of transactions

Figure 4: Linkage Between Blocks
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The next header field is the Transaction Hash. This hash value is 
computed from the set of data blocks that comprise the list of trans-
actions. Rather than a single hash over this entire set, a Merkle Tree 
technique is used, illustrated in Figure 5. The transaction blocks are 
processed in pairs; if there is an odd number of transactions, the 
last transaction on the list is duplicated. Then, each pair of blocks is 
concatenated to form a binary block that is input to a hash function, 
typically SHA-256, which produces a 256-bit hash value. The result-
ing hash values are again paired, and each 512-bit pair is used as 
input to the hash function. This process continues until a single hash 
value results, known as the Merkle Root.

Figure 5: Example of a Merkle Tree
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Following the transaction hash in the header is the Timestamp field, 
which indicates the relative time that this block was created, using a 
scheme specific to the application.

The next field, Mining Difficulty, is a measure of how difficult it is to 
find a new block. This procedure is explained subsequently. Finally, a 
one-time Nonce value is generated that is used for the proof-of-work 
concept, described subsequently.

Blockchain Mining
Consider an application that requires the storage of time-sequenced 
transactions for a distributed group of users. Numerous security 
issues arise, including authenticating users and ensuring the integrity 
of the sequence of stored transactions. 

Blockchain continued
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The latter includes the need for mechanisms to protect against 
malicious altering or insertion of transactions. Traditionally, these re- 
quirements are met by one or more trusted third parties that act as 
middleman. In a distributed environment with a large population of 
users, a peer-to-peer approach becomes more attractive as an efficient 
method for meeting these requirements. Such an approach is used in 
blockchain.

The distributed blockchain environment has the following charac-
teristics:[3]

• Each user has a copy of the blockchain.

• Each user running the blockchain client is part of the network.

• New blocks are broadcast to the network.

• Each user updates its local copy of the blockchain.

• If a user is behind the current height of the chain, it can ask other 
nodes for copies of the blocks needed to catch up.

• If every user has a copy of the blockchain, when the blockchain is 
queried, every user gets the same answer.

Within a given application, blocks are created periodically to be 
added to the chain. The linking of a new block to the end of the chain 
is most commonly done by a process called mining.

Each block in the blockchain is required to have evidence that a costly, 
nonreversible sacrifice of time and energy has been dedicated to that 
particular block and no others. This evidence is known as Proof-of-
Work. The important characteristics of proof-of-work include that 
it represents a true sacrifice: the actions performed are absolutely 
useless for any purpose other than producing the proof; and that it 
is nonreversible: no matter what happens, the resources used to pro-
duce the proof cannot be recovered. When Bitcoin clients encounter 
two valid but different blockchains, they choose to accept the one 
that represents the highest total proof-of-work.

Some entities within a blockchain network act as miners. It is the task 
of the miners to add new blocks to the chain and, in effect, miners 
compete to do this task. Any user can create a set of transactions that 
are to be formed into a block and added to the end of the chain. The 
miners are a distributed, pooled resource that create the blocks and 
add them to the chain.

In a typical open, distributed blockchain application, there are no 
designated miners. The entity adding the next block to the chain is 
selected on a per-block basis based on whoever in the world chooses 
to produce the most proof-of-work. In effect, miners compete for the 
right to add the next block. The incentive for doing so is a reward 
based on the application, such as earning Bitcoins for adding to the 
Bitcoin blockchain. 
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Miners can enter the system without asking for or requiring anyone’s 
permission, and the network will continue to operate seamlessly when 
any particular miner leaves the system. The system is kept stable by 
virtue of the nonrecoverable sacrifice and its ability to discourage 
non-cooperating miners.

The operation of the miners is governed by a consensus protocol. In 
general, a consensus protocol takes as an input the requests of the 
components and decides upon one of these requests[4]. The blockchain 
consensus protocol ensures that among multiple conflicting pro-
posed transactions, only one gets approved, preventing for example a  
double spending of the same coins.

A miner constructs a new block in the following fashion: Users 
broadcast transactions onto the network to be added to a new block. 
A miner collects these transactions to form a pool of transactions 
that are not yet part of a block. 

Periodically, the miner constructs a new block with the pool of trans-
actions it currently has. The miner validates all the transactions and 
decides on an ordering within the block. The miner then invests con-
siderable computational effort to construct a new block; this process 
is called solving a block. This block is then broadcast to all the miners 
on the network and tentatively added to the end of the blockchain. 
The application requires that each block prove a significant amount 
of work was invested in its creation to ensure that untrustworthy 
peers who want to modify past blocks have to work harder than hon-
est peers who only want to add new blocks to the blockchain.

In effect, the consensus mechanism for blockchain is a lottery race, 
in which the winner is rewarded in some fashion. The winner is the 
miner that is able to add a new block to the chain that is accepted by 
other miners.

The technique that is used for the proof-of-work may differ for dif-
ferent applications. Bitcoin uses a cryptographic hash technique that 
works as follows[5]: The cryptographic hash value of the block header 
is calculated to form the backward link used by the next block in the 
chain. If any hash value is allowed, this operation is a simple one. 
To make the process more resource intensive, a mining difficulty is 
established, which defines how many leading zeros the header hash 
value must have. Thus, with a mining difficulty of 1, there must be 
one leading zero. The miner can vary the hash value of the header 
by varying the value of the nonce field. Typically, a miner will begin 
with the nonce equal to 1, calculate the hash, and see if it satisfies the 
difficulty requirement. If not, it increments the nonce and tries again, 
repeating the process until a hash value is produced that satisfies the 
difficulty measure.

Blockchain continued
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This difficulty measure is simple to express and effective. For exam-
ple, if a single leading zero is required, then half of the possible 
hash values meet the requirement; thus, on average every other hash 
attempt will result in a hit. If ten leading zeros are required, the level 
of effort is on the order of one thousand hash attempts. If twenty 
leading zeros are required, the level of effort is on the order of one 
million hash attempts. For the Bitcoin blockchain, the target time for 
solving a block is 10 minutes. 

We can express the mining function as follows: For a difficulty level 
of alpha, the hash value H must satisfy the following inequality:

 H(version number, backward link, transaction hash, timestamp, alpha, nonce) < alpha

The miner must choose a value of nonce that satisfies this inequality. 
For a secure hash function such as SHA-256, it is effectively impos-
sible to guess a value of nonce that works. Instead, the miner must try 
out many different values of nonce (using much computing power) 
until the condition is satisfied. Moreover, the lower the value of 
alpha, the harder it is to satisfy the condition. A proposed solution, 
however, can easily be verified. That is, once the nonce value is fixed, 
it is easy to determine if H(version number, backward link, transac-
tion hash, timestamp, alpha, nonce) is less than alpha. 

A new block can be added to the Bitcoin blockchain only if its header 
hash is at least as challenging as a difficulty value expected by the 
consensus protocol. Every 2,016 blocks, the network uses time-
stamps stored in each block header to calculate the number of seconds 
elapsed between generation of the first and last of those last 2,016 
blocks. The ideal value is 1,209,600 seconds (2 weeks). That is, if 
blocks are generated at a rate of once per 10 minutes (600 seconds), 
then 2,016 blocks should be generated in 2,016 × 600 = 1,209,600 
seconds. If it took fewer than 2 weeks to generate the 2,016 blocks, 
the expected difficulty value is increased proportionally (by as much 
as 300%) so that the next 2,016 blocks should take exactly 2 weeks 
to generate if hashes are checked at the same rate. If it took more 
than 2 weeks to generate the blocks, the expected difficulty value is 
decreased proportionally (by as much as 75%) for the same reason.

Returning to a general discussion of blockchain, not specific to 
Bitcoin, we can now see how the interlocking values of the nonce, 
transaction hash, and header hash protect the blockchain. An adver-
sary who wishes to successfully alter the transaction list is faced with 
two alternative challenges: (1) modify the transaction list in such a 
way that the transaction hash is unchanged, also leaving the header 
hash unchanged; this modification is computationally infeasible for 
a secure hash function such as SHA-256; or (2) allow the transac-
tion hash to change but modify the nonce so that the header hash 
is unchanged; again, this modification is computationally infeasible. 
Similarly, to insert a new block interior to the chain, the adversary 
would have to find a nonce value so that the header hash of the 
inserted block equals that of the preceding block.
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Note that the computational effort of the adversary is far greater 
than that of the miner. Using the Bitcoin difficulty measure, for exam-
ple, a difficulty value of 30 means that 2226 possible hash values can 
satisfy the requirement and the level of effort is on the order of 230 
hash attempts. For an adversary, it is necessary to find a nonce value 
that will produce a given unique hash value out of the 2256 possible 
values. On average, this discovery will take about 2128 hash attempts.

Miner Selection
The Proof-of-Work mechanism discussed previously is a way of 
selecting which miner gets to append a block to the chain. As we 
have seen, in this scheme the miner is essentially chosen at random 
through the competition among miners to produce a proof-of-work 
that is costly to produce but easy to verify.

Other than proof-of-work, numerous alternative methods have been 
considered or implemented, including the following[6]:

Proof-of-Stake grants mining rights to participants in proportion to 
their holding of the currency within the blockchain network. Miners 
must demonstrate that they hold more than a threshold amount of 
currency to be able to mine blocks. Proof-of-stake blockchains pro-
vide protection from a malicious attack because executing an attack 
would require the attackers to own a large amount of currency, 
which is very expensive. Besides, the miners owning a large stake 
most probably won’t attack the system, for example, through dou-
ble spending. Over time, such attacks will decrease the value of the 
crypto currency and the value of their stake.

The Proof-of-Burn process involves destroying Bitcoins by consum-
ing them in a way that does not generate new Bitcoins[7]. The idea is 
that miners should show proof that they burned some coins—that is, 
sent them to a verifiably unspendable address. This process is expen-
sive from their individual point of view, just like proof-of-work; but 
it consumes no resources other than the burned underlying asset. 
To date, all proof-of-burn cryptocurrencies work by burning proof-
of-work-mined cryptocurrencies, so the ultimate source of scarcity 
remains the proof-of-work-mined “fuel.”

Permacoin has proposed a modification to Bitcoin[8], which uses 
Proof-of-Retrievability (POR) to re-purpose the mining resource of 
Bitcoin to distributed storage of archival data. A POR proves that a 
node is investing memory or storage resources to store a target file or 
file fragment. This approach provides additional incentives to con-
tribute resources to the network.

Building the Chain
After a miner has successfully hashed a block header, by finding a 
nonce value that satisfies the difficulty requirement, the miner can 
add the block to the end of the chain. It can happen that multiple 
blocks are created with the same height (distance from the origin 
block). 

Blockchain continued
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This situation occurs if more than one miner, working on different 
transactions, each produces a block at roughly the same time. This 
situation creates an apparent fork in the blockchain. Because the 
blockchain must be a linear, time-ordered sequence, the blocks in 
the branches following the fork are only provisional. The conflict is 
resolved when one of the branches exceeds the length of any compet-
ing branches.

Figure 6, based on [9], illustrates a typical sequence of events that 
resolves conflicts. There is an initial block at height 0. All miners 
try to solve the next block, and one miner solves a block at height 1 
(see row a in the figure). But at almost the same time, another miner 
solves a block (row b). Block 1A may contain different transactions 
from 1B, and the users and miners in the network don’t know which 
block should be the accepted one. So, both blocks are considered as 
provisional, and some miners work on adding to the chain at 1A, and 
some at 1B.

Figure 6: Adding Blocks to a Chain 
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Eventually, some miner creates a new block attached to 2B (row c). 
Because all miners must work at the highest height, those miners 
working on finding a successor to 1A stop that work. All miners are 
now working on creating a block to attach to the accepted block 2. 
At row d in Figure 6, one miner has successfully created and attached 
a block at height 3, and broadcasts this update to the network. All of 
the miners abandon their work at height two and now try to attach 
a block to the new block 4.

Next, a miner adds a block at height 4 and broadcasts it to the net-
work (row e). Other miners, as soon as they receive this information, 
begin to work at block 4. However, at least one miner, before it 
receives this update, creates a block at height 4, creating a fork in the 
chain (row f), as happened back at row c in the figure. This situation 
creates a race condition that may continue. It is possible that both 
forks of the chain solve another block at about the same time (row g). 
In this example, the miners working on 5B solve a block, first adding 
a new block 6 (row g). This new chain, with block 6, is broadcast 
to all users and miners on the network. With block 6 in place, users 
are assured the blocks 4A and 5A are “locked in” to the blockchain. 
And miners who were working to add a block 6 realize they have 
lost the race. Now all miners begin working to try to append a new 
block after block 6. This activity continues as the chain grows, with 
occasional forks that are eventually discarded.

Confirming Transactions
As a miner is collecting transactions, it validates each one. The nature 
of the validation depends on the application but generally it depends 
on the use of public-key cryptography to authenticate the parties to 
the transaction and assure the integrity of the content of the transac-
tion record[10]. The miner then assembles its current pool of validated 
transactions into a block. When the block is established as the next 
block in the chain, it is referred to as a confirmation. If there is a fork 
in the chain, then this confirmation is only provisional until the fork 
is resolved.

The deeper a block is embedded in a chain (that is, farthest from the 
current height of the change) the more difficult it would be for an 
adversary to alter the block. Thus, in any given application, a user of 
the distributed ledger can decide how many confirmations to wait for 
before acting with full confidence in a particular ledger entry.

Scalability
A blockchain in active use grows over time and never shrinks, rais-
ing the question of the scalability of a blockchain application. For 
example, Bitcoin allows a maximum block size of 2 MB and as of 
November 6, 2017, Bitcoin blockchain activity had the following 
characteristics (https://blockchain.info):

• Blockchain size (total size of all block headers and transactions, 
not including database indexes): 140.295 GB

• Average block size: 1.03 MB

Blockchain continued
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• Transactions per day (most recent day): 333,161

• Aggregate size of transactions waiting to be confirmed: 40.31 MB

To perform all the Bitcoin functions and store the entire blockchain 
requires considerable processing and memory resources. For many 
blockchain applications, however, it is not necessary for all users to 
perform all the blockchain tasks, which include mining management, 
Peer-to-Peer (P2P) network communication and blockchain manage-
ment, key management, and virtual asset management. For many 
blockchain applications, systems can be configured that provide only 
a subset of the tasks of a full implementation, with the handling of 
public-private key pairs as the most common core feature. 

The authors of [11] define five categories of configuration:

• Basic Client: A client that runs on a user-controlled device and 
can perform key management operations, but cannot perform 
any P2P network communication. It is not a stand-alone solution. 
Examples include some dedicated hardware clients/wallets and 
cold-storage (offline storage) clients that require a second online 
device for transaction processing. 

• Thin Client: A client that runs on a user-controlled device and can 
perform key management operations. It performs some P2P tasks 
related to network communication and blockchain verification but 
does not keep a copy of the full blockchain.

• Thick Client: A client that runs on a user-controlled device and 
performs all P2P tasks related to network communication and 
blockchain verification, keeps a copy of the full blockchain, and 
can perform all key management-related operations. This type of 
client is sometimes referred to as a full node. 

• Fully Functional Basic Client: A node that performs all of the func-
tions of a thick client, and executes the mining algorithm. 

• Hosted Client: A client that does not run on a user-controlled device 
and all tasks are performed by a trusted third party on behalf of 
the user. This type of client is sometimes referred to as hosted or 
web client/wallet. In this case, it is not relevant whether key man-
agement is handled in the browser (for example, via JavaScript) 
because this requirement would in turn require users to download 
and verify the script code from the website of the third party every 
time they want to use it. 

Depending on the blockchain application, even a full client may not 
need to store the full chain going back to the genesis block. That task 
can be reserved for a few archival nodes. The archival nodes can be 
used to bootstrap fully validating nodes from the beginning but are 
otherwise not active.

An example of a thin client is the Simple Payment Verification (SVP) 
client used in the Bitcoin application[12]. The majority of nodes on the 
Bitcoin network are SVP clients. 
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An SVP client stores only the portions of a blockchain needed to 
verify specific transactions of interest to this client. The node down-
loads the block headers and transactions that represent payments to 
its addresses. An SPV node doesn’t have the security level of a fully 
validating node. Since the node has block headers, it can check that 
the blocks were difficult to mine, but it can’t check to see that every 
transaction included in a block is actually valid because it doesn’t 
have the transaction history and doesn’t know the set of unspent 
transactions outputs. SPV nodes can validate only the transactions 
that actually affect them. The SPV nodes trust the fully validating 
nodes to have validated all the other transactions that are out there. 
The cost savings of being an SPV node are substantial. The block 
headers are only about 0.1% the size of the block chain. So instead 
of storing tens of gigabytes, the SPV node stores only a few tens of 
megabytes. Even a smartphone can easily act as an SPV node in the 
Bitcoin network.

Blockchain Types
Broadly speaking, there are three types of blockchains[13]. A Public 
Blockchain can be accessed and mined by anyone with Internet 
access. Access includes not only reading but also posting transac-
tions, and they will be included if they are valid. Nodes participating 
in a public blockchain network do not have to obtain permission to 
access the ledger or add transactions. These blockchains are gener-
ally considered to be fully decentralized. Public blockchains have the 
benefit of information transparency and auditability, but they sacri-
fice information privacy.

A Consortium Blockchain is used across multiple organizations. The 
consensus process is controlled by authorized nodes. For example, 
one might imagine a consortium of 15 financial institutions, each 
of which operates a node and of which 10 must sign every block in 
order for the block to be valid. The right to read the blockchain may 
be public or restricted to the participants, and there are also hybrid 
variations such as the root hashes of the blocks being public together 
with an Application Programming Interface (API) that allows mem-
bers of the public to make a limited number of queries and get back 
cryptographic proofs of some parts of the blockchain state. These 
blockchains may be considered partially decentralized.

A Fully Private Blockchain, or Permissioned Blockchain, limits write 
permissions to within a single organization that owns the blockchain. 
Read permissions may be public or restricted to an arbitrary extent. 
Likely applications include database management and auditing inter-
nal to a single company, so public readability may not be necessary in 
many cases at all, though in other cases public auditability is desired. 

Currently, and projected for the foreseeable future, the majority of 
blockchain applications by market share are public. Most of the 
remainder are fully private[14].

Blockchain continued
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Bitcoin
The original application of blockchain, for which it was invented, 
is Bitcoin. Bitcoin is perhaps the most widely used alternative (non-
state-issued) currency in the world. Bitcoin is a digital currency 
scheme[15]. The network of miners literally creates money out of com-
puter processing cycles. Currency within the system is given value (as 
it is in any money system) by its scarcity; in this system, the scarcity 
is created by requiring that money be processed by computationally 
intensive procedures. Having a great deal of computational power 
enables a miner to create Bitcoin value more quickly.

Blockchain provides the ledger for recording all of the digital currency 
transactions. Each transaction is potential only until it is recorded in 
a block that is accepted as valid and added to the chain. Recording 
requires the cooperative effort of the miners to achieve. As in incen-
tive, miners are paid in Bitcoins for successfully adding a block to the 
blockchain.

Other Blockchain Applications
Great interest is being shown in applying blockchain technology 
to a wide variety of commercial and government applications. The  
following applications are listed in[16]:

• Nasdaq is using its Linq blockchain technology to complete and 
record private securities transactions.

• Depository Trust & Clearing Corporation, working with market 
participants and technology firm Axoni, is managing post-trade 
events for credit default swaps.

• Factom is providing blockchain technology for the Honduran land 
registry project. The focus is data security.

• Everledger’s focus is on the identity and legitimacy of objects. 
Blockchain works well here because its history cannot be changed 
and it enables trust by consensus. The company’s initial work pro-
vides a distributed ledger of diamond ownership and transaction 
history verification for owners, insurance companies, claimants, 
and law enforcement agencies. The system assists with preven-
tion of fraud in the supply chain, but also helps consumers decide 
whether to buy particular diamonds. The ultimate goal is to track 
diamonds from mine to market, so that consumers can see if cor-
rect duties and taxes have been paid and whether a diamond is a 
“blood diamond” that has been mined and traded in a war zone 
and contributed to human atrocity.

Blockchain technology has also caught the interest of numerous 
government agencies dealing with national security and homeland 
security, including Defense Advanced Research Projects Agency 
(DARPA) and the U.S. Air Force. The Department of Homeland 
Security (DHS) has awarded contracts for five projects that will use 
distributed ledger technology to develop new solutions for identity 
management and privacy protection[17]:
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• Digital Bazaar is developing a Linked Data ledger format and 
architecture to demonstrate how to publish identity credentials.

• Respect Network Corporation is developing a decentralized regis-
try and discovery service to integrate with the public blockchain.

• Narf Industries is developing an identity management solution 
built on a permission-less blockchain, with a focus on confidenti-
ality (with selective information disclosure), integrity, availability, 
non-DHS repudiation, provenance, and pseudo-anonymity.

• Xcelerate Solutions is researching blockchain solutions to enable 
users to establish and maintain trusted identity transactions with 
public and private organizations.

• Factom is studying possible blockchain-based advancements for 
the security of digital identities for the Internet of Things (IoT). 
The project will create an identity log that captures the identifica-
tion of a device, who manufactured it, lists of available updates, 
known security issues, and granted authorities while adding the 
dimension of time for added security. The goal is to limit would-be 
hackers’ abilities to corrupt the past records for a device, making 
it more difficult to spoof.

Another interesting development, one that indicates the growing and 
widespread popularity of the blockchain technology, is the Initial 
Coin Offering (ICO). With the ICO model, instead of selling own-
ership shares to investors to finance the start of the company, the 
startup sells digital coins, or tokens, that have value within the appli-
cation or service the company offers. Sales of ICO tokens exceeded 
US$250 million in 2016 and are estimated to exceed US$1 billion in 
2017[18].

Open-Source Blockchain
In 2016, the Linux Foundation, a nonprofit that champions open-
source technologies, announced the Hyperledger project, an effort to 
create an enterprise-grade distributed blockchain ledger framework 
(https://www.hyperledger.org)[19, 20]. Participants in the group 
include R3, Cisco Systems, IBM, Intel, and VMware, among others. 
The objective of this project is to develop a standardized, production-
grade digital ledger fabric. The project focuses on identifying and 
addressing important features for an enterprise-class, cross-industry 
open standard for distributed ledgers that can transform the way 
business transactions are conducted globally.

Figure 7 illustrates the current Hyperledger reference architecture 
within which open-source code is being developed.

Blockchain continued
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Figure 7: Hyperledger Reference 
Architecture
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Four main elements make up a Hyperledger-based application:

• Membership: Deals with registering, identifying, and auditing the 
activity of the peers who will use this particular ledger. The system 
distinguishes between two kinds of peers. A validating peer is a 
node on the network responsible for running consensus, validating 
transactions, and maintaining the ledger. A non-validating peer is a 
node that functions as a proxy to connect clients (issuing transac-
tions) to validating peers.

• Blockchain: Consists of all the functions associated with building, 
storing, and providing access to a blockchain ledger.

• Chaincode: Implemented in Go, Chaincode is the realization of 
a smart contract. Each chaincode is encapsulated in a Docker 
container.

• Transactions: Examples of transaction types include the follow-
ing: A deploy transaction takes a chaincode as a parameter; the 
chaincode is installed on the peers and is ready to be invoked. An 
invoke transaction invokes a transaction of a particular chaincode 
that has been installed earlier through a deploy transaction; the 
arguments are specific to the type of transaction. A query transac-
tion returns an entry of the state directly from reading the peer’s 
persistent state.

Smart Contracts
Smart Contracts (also called Self-Executing Contracts, Blockchain 
Contracts, or Digital Contracts) are computer programs that act 
as agreements, in which the terms of the agreement can be prepro-
grammed with the ability to self-execute and self-enforce itself. The 
main goal of a smart contract is to enable two anonymous parties 
to trade and do business with each other, usually over the Internet, 
without the need for a middleman. 
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The concept of smart contracts predates blockchain technology, but 
it is blockchain that has enabled the sudden growth in the use of 
smart contracts. One of the most prominent platforms for block-
chain-based smart contracts is the open-source platform Ethereum[21].

An example of the use of smart contracts is shown in Figure 8[22]. 

Figure 8: Smart Contract Example
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The steps involved follow:

1. Bob creates a digital contract to sell his car. He identifies himself 
with his blockchain address (757382), which is his public key, 
uses a smart contract to define the terms of the sale, and signs the 
contract with his private key. The terms might read as follows:

IF $20,000 is sent to my account number 757382 
THEN Transfer car ID 73849Z to account number that transferred the money 
     Grant smart lock access to account number that transferred the money

That English language description corresponds to code embedded 
in the digital contract. When the contract is added to the block-
chain ledger, the code is automatically executed.

2. Bob leaves his car and car key in a garage locked with a smart lock 
controlled by the smart contract. The car has its own blockchain 
address 73849Z, which is a public key stored on the blockchain.

Blockchain continued
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3. Alice wants to buy the car and searches for a suitable contract via a 
web browser. She finds Bob’s car listed and signs the contract with 
her private key, which triggers an automatic transfer of $20,000 
from her blockchain address (389157), which is her public key, to 
Bob’s blockchain address 757382.

4. The signed smart contract is verified by each node in the block-
chain network to verify that Bob is the owner of the car and that 
Alice has sufficient funds for the purchase.

5. If the network verifies the conditions, Alice automatically gets the 
access code to the smart lock for the garage (encrypted with Alice’s 
public key), Alice is registered as the new owner, and $20,000 is 
transferred to Bob.

6. Alice can obtain the access code using her private key and then use 
the access code to pick up her car.

The whole process is distributed, automated, and does not require 
a central authority. In general, any blockchain-based smart contract 
employs the following steps:

1. A contract is defined. For some applications, there is a pre-defined 
contract specifying the terms of the contract and conditions for 
execution.

2. An event triggers the execution of the contract. An event could be 
the initiation of a transaction or the receipt of information.

3. When the contract is added to the blockchain ledger, the contract 
is executed, a process that typically involves movement of some 
value based on conditions met.

4a. For digital assets on the blockchain, such as cryptocurrency, 
 accounts are automatically settled.

4b. For assets that are not part of the blockchain, such as stocks, 
 changes to accounts in the ledger will match settlement instruc- 
 tions off the blockchain.

The smart contract model is very flexible and can be used in a wide 
variety of applications; some of them are listed in Table 2[23] on the 
following page.
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Table 2: Blockchain Use Cases

Use Case Description

Trade Clearing and 
Settlement

Manages approval workflows between counterparties, calculates trade 
settlement amounts, and transfers funds automatically

Coupon Payments Automatically calculates and pays periodic coupon payments and returns 
principle upon bond expiration 

Insurance Claims 
Processing

Performs error checking, routing, and approval workflows, and calculates 
payout based on the type of claim and underlying policy

Micro-insurance Calculates and transfers micropayments based on usage data from an IoT-
enabled device (for example, pay-as-you-go automotive insurance)

Electronic Medical 
Records

Provides transfer and/or access to medical records upon multi-signature 
approvals between patients and providers

Population Health  
Data Access

Grants health researchers access to certain health information; 
micropayments are automatically transferred to the patient for 
participation

Personal Health 
Tracking

Tracks patients’ health-related actions through IoT devices and 
automatically generates rewards based on specific milestones

Royalty Distribution Calculates and distributes royalty payments to artists and other associated 
parties according to the contract

Autonomous Electric 
Vehicle Charging 
Station

Processes a deposit, enables the charging station, and returns remaining 
funds when complete

Record Keeping Updates private company share registries and capitalization table records, 
and distributes shareholder communications

Supply Chain and Trade 
Finance Documentation

Transfers payments upon multi-signature approval for letters of credit and 
issues port payments upon custody change for bills of lading

Product Provenance 
and History

Facilitates chain-of-custody process for products in the supply chain 
where the party in custody is able to log evidence about the product

Peer-to-Peer 
Transacting

Matches parties and transfer payments automatically for various peer-to-
peer applications: lending, insurance, energy credits, etc.

Voting Validates voter criteria, logs vote to the blockchain, and initiates specific 
actions as a result of the majority vote

Summary
Four elements characterize blockchain:

Blockchain is a Replicated Ledger. The ledger provides a history of 
all transactions that is immutable and is changed only by appending 
at the newest end of the linear chain of blocks that implements the 
ledger. The ledger is distributed and readable by all participants.

Blockchain operates by Consensus. Consensus is implemented by 
means of a shared, decentralized, peer-to-peer protocol. This shared 
control of the blockchain tolerates disruption, in that from time to 
time there may be temporary forks in the otherwise linear chain. The 
consensus mechanism is a means for validating transactions.

Fundamental to the operation of blockchain is Cryptography. Var-
ious cryptographic algorithms ensure the integrity of the ledger, the 
authenticity of transactions, the privacy of transactions, and the 
identity of participants.

Blockchain continued
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Finally, blockchain is a versatile framework for implementing 
Business Logic that is embedded in the ledger. This logic is appli-
cation-dependent and is reflected in the format and content of the 
transactions.
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In Defence of NATs
by Geoff Huston, APNIC 

N etwork Address Translation (NAT) has often been described 
as an unfortunate aberration in the evolution of the Internet, 
and one that will be expunged with the completion of the 

transition to Internet Protocol Version 6 (IPv6). I think that this view, 
which appears to form part of today’s conventional wisdom about 
the Internet, unnecessarily vilifies NATs. In my opinion, NATs are 
far from being an aberration; instead I see them as an informative 
and positive step in the evolution of the Internet, particularly as they 
relate to possibilities in the evolution of name-based networking. 
Here’s why.

Background
It was in 1989, some months after the US National Science Foundation-
funded IP backbone network had been commissioned, and at a time 
when there was a visible momentum behind the adoption of IP as 
a communications protocol of choice, that the first inklings of the 
inherent finite nature of the IPv4 address became apparent in the 
Internet Engineering Task Force (IETF)[1].

Progressive iterations over the IP address consumption numbers 
reached the same general conclusion: that the momentum of IP 
deployment meant that the critical parts of the 32-bit address space 
would be fully committed within 6 or so years. It was predicted 
that by 1996 we would have fully committed the pool of Class B 
networks, which encompassed one quarter of the available Internet 
Protocol Version 4 (IPv4) address space. At the same time, we were 
concerned about the pace of growth of the routing system, so stop-
gap measures that involved assigning multiple Class C networks to 
sites could have staved off exhaustion for a while, but perhaps at the 
expense of the viability of the routing system[2].

The IETF considered other forms of temporary measures, and the 
stop-gap measure that was adopted in early 1994 was the dropping 
of the implicit network/host partitioning of the address in classful 
addressing in favour of the use of an explicit network mask, or 
classless addressing. This change directly addressed the pressing 
nature problem of the exhaustion of the Class B address pool, 
as the observation at the time was that while a Class C network 
was too small for many sites given the recent introduction of the 
personal computer, Class B networks were too large, and many sites 
were unable to realise reasonable levels of address use with Class B 
addresses. This move to classless addressing (and classless routing, 
of course) gained some years of breathing space before the major 
impacts of address exhaustion, and the time gained was considered 
enough to complete the specification and deployment of a successor 
IP protocol[3].



The Internet Protocol Journal
26

In the search for a successor IP protocol, several ideas were pro- 
mulgated. The decisions around the design of IPv6 related to a desire 
to make minimal changes to the IPv4 specification, while changing 
the size of the address fields and changing some of the encoding of 
control functions by using the ex-tension header concept, and chang-
ing the fragmentation behaviour to stop routers from performing 
fragmentation in real time[4]. 

The common belief at the time was that the adoption of classless 
addressing in IPv4 bought sufficient time to allow the deployment of 
IPv6 to proceed. It was anticipated that IPv6 would be deployed across 
the entire Internet well before the remaining pools of IPv4 addresses 
were fully committed. This assumption, together with a deliberate 
approach for hosts to prefer to use IPv6 for communication when 
both IPv4 and IPv6 was available for use, would imply that the use 
of IPv4 would naturally dwindle away as more IPv6 was deployed, 
and that no “flag day” or other means of coordinated action would 
be needed to complete this Internet-wide protocol transition[5].

In the flurry of documents that discussed a successor protocol was 
work that explored the concepts behind “address realms” where one 
single unique address realm could be replaced by a number of dis-
tinct address realms, where the addresses in a packet header could 
be rewritten when the packet passed across a realm boundary[6]. One 
paper at that time described the concept of source address sharing[7]. 
If a processing unit was placed on the wire, it was possible to inter-
cept all outbound Transmission Control Protocol (TCP) and User 
Datagram Protocol (UDP) packets and replace the source IP address 
with a different address and change the packet header checksum, and 
then forward the packet on towards its intended destination. As long 
as this unit used one of its own addresses as the new address, then 
any response from the destination would be passed back to this unit. 
The unit could then use the other fields of the incoming IP packet 
header, namely the source address and the source and destination port 
addresses, to match this packet with the previous outgoing packet 
and perform the reverse address substitution, this time replacing the 
destination address with the original source address of the corre-
sponding outgoing packet. This scenario allowed multiple internal 
end systems to use a “public” address, provided that they were not 
all communicating simultaneously. More generally, a pool of public 
addresses could be shared across a larger pool of internal systems.

It may not have been the original intent of the inventors of this 
address-sharing concept, but the approach was enthusiastically 
adopted by the emerging Internet Service Provider (ISP) industry in 
the 1990s. ISPs were seeing the emergence of the home network and 
were unprepared to respond to it. With the previous deployment 
model, using dial-up modems, each active customer was assigned a 
single IP address as part of the session start process. 

Defending NATs continued
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A NAT in the gateway to the home network could extend this “single 
IP address per customer” model to include households with home 
networks and multiple attached devices. To do so efficiently a further 
refinement was added, namely that the source port was part of the 
translation. That way up to 65,535 simultaneous TCP sessions could 
theoretically share a single external address, provided that the NAT 
could rewrite the source port along with the source address[8].

For the ensuing decade NATs were deployed at the edge of the net-
work, and ISPs have used them as a means of externalising the need 
to conserve IP addresses. The address-sharing technology was essen-
tially deployed by, and operated by, the end customer, and within 
the ISP network each connected customer still required just a single  
IP address. 

But perhaps that role is underselling the value of NATs in the evo-
lution of the Internet. NATs provided a firewall between the end 
customer and the carrier. The telephony model shared the same end-
to-end service philosophy, but it achieved this protection by exercising 
overarching control over all components of the service. For many 
decades, the telephone network was a controlled monopoly that was 
intolerant of any form of competitive interest in the customer. The 
Internet did not go down this path, and one of the reasons why is 
that NATs allowed end customers to populate their home network 
with whatever equipment they chose, and via a NAT, present to the 
ISP carrier as a single “termination” with a single IP address. This 
effective segmentation of the network created a parallel segmenta-
tion in the market, which allowed the consumer services segment to 
flourish without carrier-imposed constraint. And at the time that was 
critically important. The Internet wasn’t the next generation of the 
telephone service. It was an entirely different utility service operating 
in an entirely different manner.

More recently, NATs have appeared within the access networks 
themselves, performing the address-sharing function across a larger 
set of customers. This function was first associated with mobile 
access networks but has been used in almost all recent deployments 
of access networks, as a response to the visible scarcity in the supply 
of available IPv4 addresses.

NATs have not been universally applauded. Indeed, in many circles 
within the IETF, NATs were deplored. 

It was observed that NATs introduced active middleware into an 
end-to-end architecture, and divided the pool of attached devices  
into clients and servers. Clients (behind NATs) had no constant IP 
address and could not be the target of connection requests. Clients 
could communicate only with servers, not with each other. It appeared 
to some to be a step in a regressive direction that imposed a reliance 
on network middleware with its attendant fragility, and imposed  
an asymmetry on communication[9]. 
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For many years, the IETF did not produce standard specifications 
for the behaviour of NATs, particularly in the case of handling of 
UDP sessions. Because UDP has no specific session controls, such 
as session opening and closing signals, how was a NAT meant to 
maintain its translation state? In the absence of a specific standard 
specification, different implementations of this function made differ-
ent assumptions and implemented different behaviour, introducing 
another detrimental aspect of NATs: variability. 

How could an application operate through a NAT if the application 
used UDP? The result was the use of various NAT discovery protocols 
that attempted to provide the application with some understanding 
of the particular form of NAT behaviour that it encountered[10].

NATs in Today’s Internet
Let’s now look at the situation today in the Internet of late 2017. The 
major hiatus in the supply of additional IPv4 addresses commenced in 
2011 when the central Internet Assigned Numbers Authority (IANA) 
pool of unallocated IPv4 addresses was exhausted. Progressively the 
Regional Internet Registries (RIRs) ran down their general allocation 
address pools: Asia Pacific Network Information Centre (APNIC) in 
April 2011, Réseaux IP Européens Network Coordination Centre 
(RIPE NCC) in September 2012, Latin America and Caribbean 
Network Information Centre (LACNIC) in 2014, and American 
Registry for Internet Numbers (ARIN) in 2015. The intention 
from the early 1990s was that the impending threat of imminent 
exhaustion of further addresses would be the overwhelming impetus 
to deploy the successor protocol. By that thinking then the Internet 
would have switched to use IPv6 exclusively before 2011. Yet, that 
has not happened.

Today a minimum of 90% of the connected device population of 
the Internet still uses IPv4 exclusively, while the remainder use IPv4 
and IPv6[11]. This network is an all-IPv4 network with a minority 
proportion also using IPv6. Estimates vary of the device population 
of today’s Internet, but they tend to fall within a band of 15 to 25 
billion connected devices[12]. Yet only some 2.8 billion IPv4 addresses 
are visible in the Internet routing system. This reality implies that 
on average each announced public IPv4 address serves from 3 to 8 
hidden internal devices. 

Part of the reason why estimates of the total population of connected 
devices are so uncertain is that NATs occlude these internal devices 
so effectively that no conventional Internet census can expose these 
hidden internal device pools with any degree of accuracy.

And part of the reason why the level of IPv6 deployment is still so 
low is that users, and the applications that they value, appear to 
operate perfectly well in a NATed environment. The costs of NAT 
deployment are offset by preserving the value of existing investment, 
both as a tangible investment in equipment and as an investment in 
knowledge and operational practices in IPv4.

Defending NATs continued
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NATS can be deployed incrementally, and they do not rely on some 
ill-defined measure of coordination with others to operate effectively. 
They are perhaps one of the best examples of a piecemeal incremental 
deployment technology where the incremental costs of deployment 
directly benefit the entity who deployed the technology. This situation 
is in direct contrast to IPv6 deployment, where the ultimate objective 
of the deployment, namely the comprehensive replacement of IPv4 
in the Internet, can be achieved only after a significant majority of 
the population of the Internet are operating in a mode that supports 
both protocols. Until then the deployments of IPv6 are essentially 
forced to operate in a dual-stack mode, and also support IPv4 con-
nectivity. In other words, the incremental costs of deployment of IPv6  
generate incremental benefit only when others also take the same 
decision to deploy this technology. Viewed from the perspective of an 
actor in this space, the pressures and costs to stretch the IPv4 address 
space to encompass an ever-growing Internet are a constant factor. 
The decision to complement that factor with a deployment of IPv6 
means an additional cost that in the short term does not offset any 
of the IPv4 costs.

So, for many actors the question is not “Should I deploy IPv6 now?” 
but “How far can I go with NATs?” By squeezing some 25 billion 
devices into 2 billion active IPv4 addresses, we have used a compres-
sion ratio of around 14:1, or the equivalent of adding 4 additional 
bits of address space. These bits have been effectively “borrowed” 
from the TCP and UDP port address space. In other words, today’s 
Internet uses a 36-bit address space in aggregate to allow these  
25 billion devices to communicate. 

Each additional bit doubles this pool, so the theoretical maximum 
space of a comprehensively NATed IPv4 environment is 48 bits, fully 
accounting for the 32-bit address space and the 16-bit port address 
space. This number is certainly far less than the IPv6 128 bits of 
address space, but the current division of IPv6 into a 64-bit network 
prefix and a 64-bit interface identifier drops the available IPv6 
address space to 64 bits. The prevalent use of a /48 as a site prefix 
introduces further address use inefficiencies that effectively drop the 
IPv6 address space to span the equivalent of some 56 bits.

NATs can be pushed harder. The “binding space” for a NAT is a 
5-tuple consisting of the source and destination IP address, a source 
and destination port address, and a protocol identifier. This 96-bit 
NAT address space is a highly theoretic ceiling, but the pragmatic 
question is how much of this space can be exploited cost-effectively 
such that the marginal cost of exploitation is lower than the cost of 
an IPv6 deployment.

NATs as Architecture
NATs appear to have pushed applications to a further level of re-
finement and abstraction that were at one point considered to be  
desirable objectives rather than onerous limitations. 
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The maintenance of both a unique fixed-endpoint address space and 
a uniquely assigned name space for the Internet could be regarded as 
an expensive luxury when it appears that only one of these spaces is 
strictly a necessity in terms of ensuring integrity of communication. 

The IPv4 architecture made several simplifying assumptions—one of 
which was that an IPv4 address was overloaded with both the unique 
identity of an endpoint and its network location. In an age where 
computers were bolted to the floor of a machine room, this assump-
tion seemed very minor. However, in today’s world it appears that 
the overwhelming number of connected devices are portable devices 
that change their location constantly, both in a physical sense and 
in terms of network-based location.  This paradigm places stress on 
the IP architecture, and the result is that IP is variously tunnelled or 
switched in the final-hop access infrastructure in order to preserve 
the overloaded semantics of IP addresses. 

NATs deliberately disrupt this relationship, and the presented client-
side address and port have a particular interpretation and context 
only for the duration of a session.

In the same way that clients now share IP addresses, services now 
also share addresses. Applications cannot assume that the association 
of a name to an IP address is a unique 1:1 relationship. Many service-
identifying names may be associated with the same IP address, and 
in the case of multihomed services the name could be associated with 
several IP addresses. 

With this change comes the observation that IP addresses are no 
longer the essential “glue” of the Internet. They have changed to 
a role of ephemeral session tokens that have no lasting semantics. 
NATs are pushing us to a different network architecture that is far 
more flexible—a network that uses names as the essential glue that 
binds it together. 

We are now in the phase of the Internet evolution where the address 
space is no longer unique, and we rely on the name space to offer 
coherence to the network.

From that perspective, what does IPv6 really offer?

More address bits? Well perhaps not all that much. The space created 
by NATs operates from within a 96-bit vector of address and port 
components, and the usable space may well approach the equivalent 
of a 50-bit conventional address architecture. On the other hand, 
the IPv6 address architecture has stripped off some 64 bits for an 
interface identifier and conventionally uses a further 16 bits as a 
site identifier. The resulting space is of the order of 52 bits. It’s not 
clear that the two pools of address tokens are all that much different  
in size.

Defending NATs continued
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More flexibility? IPv6 is a return to the overloaded semantics of IP 
addresses as being unique endpoint tokens that provide a connected 
device with a static location and a static identity. This situation appears 
to be somewhat ironic in view of the observation that increasingly 
the Internet is largely composed of battery-powered mobile devices 
of various forms.

Cheaper?  Possibly, in the long term, but not in the short term. Until 
we get to the “tipping point” that would allow a network to operate 
solely using IPv6 without any visible impact on the user population 
of the network, then every network still must provide a service using 
IPv4.

Permanent address-to-endpoint association? Well, not really. Not 
since we realised that having a fixed interface identifier represented 
an unacceptable privacy leak. These days IPv6 clients use so-called 
privacy addresses as their interface identifier, and regularly change 
this local identifier value. 

Perhaps we should appreciate the role of NATs in supporting the 
name-based connectivity environment that is today’s Internet. It was 
not a deliberately designed outcome, but a product of incremental 
evolution that has responded to the various pressures of scarcity and 
desires for greater flexibility and capability. Rather than eschewing 
NATs in the architecture as an aberrant deviation in response to 
a short-term situation, we may want to contemplate an Internet 
architecture that embraces a higher level of flexibility of addressing. 
If the name space is truly the binding glue of the Internet, then 
perhaps we might embrace a view that addresses are simply needed 
to distinguish one packet flow from another in the network, and 
nothing more.

Appreciating NATs
When NATs were first introduced to the Internet, they were widely 
condemned as an aberration in the Internet architecture. And in some 
ways NATs have directly confronted the model of a stateless packet 
switching network core and capable attached edge devices. 

But that model has been a myth for decades. The Internet as it is 
deployed is replete with various forms of network “middleware,” 
and the concept of a simple stateless packet switching network 
infrastructure has been relegated to the status of an historical, but 
now somewhat abstract, concept. 

In many ways, this condemnation of NATs was unwarranted, as 
we can reasonably expect that network middleware is here to stay,  
irrespective of whether the IP packets are formatted as IPv4 or IPv6 
and irrespective of whether the outer IP address fields in the packets 
are translated or not.
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Rather than being condemned, perhaps we should appreciate the role 
that NATs play in the evolution of the architecture of the Internet. 

We have been contemplating what it means to have a name-based 
data network, where instead of using a fixed relationship between 
names and IP addresses, we eschew this mapping and perform net-
work transactions by specifying the name of the desired service or 
resource[13]. NATs are an interesting step in this direction, where 
IP addresses have lost their fixed association with particular end-
points, and are used more as ephemeral session tokens than endpoint 
locators. This step certainly appears to be an interesting one in the 
direction of named data networking.

The conventional wisdom is that the endpoint of this current 
transitioning Internet is an IPv6 network that has no further use for 
NATs. But it may not be true. We may find that NATs continue to 
offer an essential level of indirection and dynamic binding capability 
in networking that we would rather not casually discard. It may be 
that NATs are a useful component of network middleware and that 
they continue to have a role in the Internet well after this transition 
to IPv6 has been completed, whenever that may be!
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Fragments
Kimberly C. Claffy Honored with Postel Award
The Internet Society, a global non-profit dedicated to ensuring the  
open development, evolution and use of the Internet, recently 
announced that Dr. Kimberly C. Claffy, founder and director of the 
Center for Applied Internet Data Analysis (CAIDA) is this year’s 
recipient of the prestigious Jonathan B. Postel Service Award.

Dr. Claffy is a pioneer in the field of measuring and understanding 
the Internet, not only through her research contributions, but her 
commitment to establishing and operating infrastructure to support 
large-scale data collection, curation, and sharing with the scientific 
research community.

The Postel Award was established by the Internet Society to honor 
individuals or organizations that, like Jon Postel, have made out-
standing contributions to the data communications community. The 
award is focused on sustained and substantial technical contribu-
tions, service to the community, and leadership.

Dr. Claffy was selected by an international award committee com-
prised of former Postel Award winners. The committee placed 
particular emphasis on candidates who have supported and enabled 
others in addition to their own contributions. The committee noted 
that the award is being presented to Dr. Claffy in recognition for: “her 
pioneering work on Internet measurement through the development 
of infrastructure and methodologies for data collection, analysis, and 
sharing around the world.”

The first of Dr. Claffy’s many papers on Internet traffic measurement 
and analysis was published in 1992, years before the Internet transi-
tioned to the global, private sector led network it is today. Since then, 
she has published dozens of papers and received numerous grants 
and awards for her work. 

In 1997 Dr. Claffy founded CAIDA, based at the University of 
California’s San Diego Super-computer Center, as a center which 
conducts network research and builds research infrastructure to sup-
port large-scale data collection, curation, and data distribution to  
the scientific research community.

“Simply put, Dr. Claffy’s long-standing and pioneering work has helped  
the global community better understand the Internet and how it is 
used,” explained Kathy Brown, President and CEO of the Internet 
Society, who presented the award. 

“In addition to leading the way in the field of Internet measurement 
and analysis itself, her dedication of resources to ensure widespread 
access to measurement data has allowed a range of disciplines—from 
network science and network operations to political science and  
public policy—to benefit from her efforts.”

© Stonehouse 
Photographic/Internet Society
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KSK Rollover Postponed 
The Internet Corporation for Assigned Names and Numbers (ICANN) 
recently announced that the plan to change the cryptographic key 
that helps protect the Domain Name System (DNS) is being post-
poned. Changing the key involves generating a new cryptographic 
key pair and distributing the new public component to the Domain 
Name System Security Extensions (DNSSEC)-validating resolvers. 
Based on the estimated number of Internet users who use DNSSEC 
validating resolvers, an estimated one-in-four global Internet users, 
or 750 million people, could be affected by the KSK rollover.

The changing or “rolling” of the Key Signing Keys (KSK) was 
originally scheduled to occur on October 11, 2017, but it is being  
delayed because some recently obtained data shows that a signifi-
cant number of resolvers used by Internet Service Providers (ISPs)  
and Network Operators are not yet ready for the rollover. The 
availability of this new data is due to a very recent DNS protocol 
feature that adds the ability for a resolver to report back to the root  
servers which keys it has configured. There may be multiple reasons 
why operators do not have the new key installed in their systems: 
some may not have their resolver software properly configured and  
a recently discovered issue in one widely used resolver program 
appears to not be automatically updating the key as it should, for 
reasons that are still being explored.

ICANN is reaching out to its community, including its Security and 
Stability Advisory Committee, the Regional Internet Registries, 
Network Operator Groups and others to help explore and resolve 
the issues. In the meantime, ICANN believes it prudent to follow its 
process and to delay the changing of the key rather than run the risk 
of a significant number of Internet users being adversely affected. 
ICANN is committed to continuing its education, communication 
and engagement with the relevant technical organizations to ensure 
readiness for the key change.

“The security, stability and resiliency of the domain name system is our 
core mission. We would rather proceed cautiously and reasonably, 
than continue with the roll on the announced date of 11 October,” 
said Göran Marby, ICANN CEO. “It would be irresponsible to pro-
ceed with the roll after we have identified these new issues that could 
adversely affect its success and could adversely affect the ability of a 
significant number of end users.”

A new date for the Key Roll has not yet been determined. ICANN’s 
Office of the Chief Technology Officer says it is tentatively hoping to 
reschedule the Key Roll for the first quarter of 2018, but that it will 
be dependent on more fully understanding the new information and 
mitigating as many potential failures as possible. ICANN will pro-
vide additional information as it becomes available and the new Key 
Roll date will be announced as appropriate.

For more information, visit: 
https://www.icann.org/resources/pages/ksk-rollover

https://www.icann.org/resources/pages/ksk-rollover
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