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F r o m  T h e  E d i t o r

 

In this issue, Geoff Huston concludes his two-part article on Intercon-
nection, Peering, and Settlements. Last time Geoff discussed the
technical aspects for Internet Service Provider (ISP) interconnection. This
time he examines the associated business relationships that arise out of
ISP peering arrangements. He also looks at some future directions for
the ISP interconnection environment, particularly with respect to Qual-
ity-of-Service considerations. 

A recurring theme in this journal has been the traditional lack of secu-
rity in Internet technologies and systems. We have examined several
ways in which security has been added at all levels of the protocol stack.
This time we look at 

 

firewalls,

 

 a popular way to segregate internal cor-
porate intranet traffic from Internet traffic while still maintaining
Internet connectivity. Fred Avolio gives the history of firewalls, their cur-
rent state, and future directions. 

Computer viruses have probably existed for as long as we have had
computers. However, the ease with which viruses can be distributed as
Internet e-mail attachments has made the problem more prevalent. Re-
cently, the 

 

Melissa

 

 virus achieved some notoriety because of its “self-
replication” properties. Barbara Fraser, Lawrence Rogers, and Linda Pe-
sante of the Software Engineering Institute at Carnegie Mellon
University examines some of the issues raised by this kind of virus. 

This issue is the first anniversary issue of 

 

The Internet Protocol Journal

 

(IPJ). You can find all of our back issues in PDF format at the IPJ Web
site: 

 

www.cisco.com/ipj

 

. Please let us know if you have suggestions
for articles, books you want to review, or general feedback for this jour-
nal. Our contact address is: 

 

ipj@cisco.com

 

.

 

—Ole J. Jacobsen, Editor and Publisher
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Interconnection, Peering and Settlements—Part II

 

by Geoff Huston, Telstra

 

n Part I we examined the business drivers behind the adoption of
the exchange model as the common basis of interconnection, and
also examined the advantages and pitfalls associated with the opera-

tion of such exchanges within the public Internet. (See 

 

The Internet
Protocol Journal,

 

 Volume 2, No. 1, March 1999.) In continuing our ex-
amination of the technology and business considerations that are
significant within the subject of Internet Service Provider (ISP) intercon-
nection, in this part we focus on the topic from a predominately business
perspective. 

 

Interaction Financials: Peering and Settlements 

 

Any large multiprovider distributed service sector has to address the is-
sue of cost distribution at some stage in its evolution. Cost distribution is
the means by which various providers can participate in the delivery of a
service to a customer who purchases a service from a single provider,
and providers can each be compensated for their costs in an equitable
structure of interprovider financial settlement. 

As an example, when an airline ticket is purchased from one air service
provider, various other providers and service enterprises may play a role
in the delivery of the service. The customer does not separately pay the
service fee of each airport baggage handler, caterer, or other form of ser-
vice. The customer’s original fare, paid to the airline, is distributed to
other providers who incurred cost in providing components of the total
service. These costs are incurred through sets of service contracts, and
are the subject of various forms of interprovider financial settlements, all
of which are invisible to the customer. 

The Internet is in a very similar situation. Some 50,000 constituent net-
works must interconnect in one fashion or another to provide
comprehensive end-to-end service to each client. In supporting a data
transaction between two clients, the two parties often are not clients of
the same network. Indeed, the two-client service networks often do not
directly interconnect, and one or more additional networks must act in a
transit provider role to service the transaction. Within the Internet envi-
ronment, how do all the service parties to a transaction who incur cost in
supporting the transaction receive compensation for their cost? What is
the cost distribution model of the Internet? 

Here, we examine the basis for Internet interprovider cost distribution
models and then look at the business models currently used in the inter-
provider Internet environment. This area commonly is termed 

 

financial
settlement,

 

 a term the Internet has borrowed from the telephony
industry. 

I
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The Currency of Interconnection 

 

What exactly is being exchanged between two ISPs who want to inter-
connect? In the sense of the meaning of currency as the circulating
medium, the question is: What precisely is being circulated at the ex-
change and within the realm of interconnection? The technical answer
to the question is: 

 

routing entries.

 

 When two parties exchange routing
entries, the outcome is that traffic flows in response to the flow of rout-
ing entries. The route advertisement and traffic flows move in opposite
directions, as indicated in Figure 1, and a bilateral routing-mediated
flow occurs only when routes are passed in both directions.

 

Figure 1:  Routing and
Traffic Flows

 

Within the routing environment of an ISP there are many different
classes of routes, with the classification based predominately on the way
in which the route has been acquired by the ISP: 

•

 

Client routes

 

 are passed into the ISP’s routing domain by virtue of a
service contract with the client. The routes may be statically
configured at the edge of the ISP’s network, learned by a 

 

Border
Gateway Protocol

 

 (BGP) session with the client, or they may consti-
tute part of an ISP pool of addresses that are dynamically assigned to
the client as part of the dialup session. 

•

 

Internal ISP routes

 

 fall into numerous additional categories. Some
routes correspond to client services operated by the ISP, solely for
access to the clients of the ISP, such as Web caches, 

 

Post Office Pro-
tocol

 

 (POP) mail servers, and game servers. Some routes correspond
to ISP-operated client services that require Internet-wide access, such
as 

 

Domain Name System

 

 (DNS) forwarders and 

 

Simple Mail Trans-
fer Protocol

 

 (SMTP) relay hosts. Lastly are internal services with no
visibility outside the ISP network, such as 

 

Simple Network Manage-
ment Protocol

 

 (SNMP) network management platforms. 

•

 

Upstream routes

 

 are learned from upstream ISPs as part of a transit
service contract the ISP has executed with the upstream provider. 

•

 

Peer routes

 

 are learned from exchanges or private interconnections,
corresponding to routers exported from the interconnected ISP. 

How then should the ISP export routes so that the inbound traffic flow
matches the outbound flows implied by this route structure? The route
export policy is generally structured along the following lines: 

Direction of route advertisement flow

Packet from D addressed to 172.16.1.1
passes from D to C, to B, to A for delivery

Route Advertisement of 172.16.1.0/24
passed from A to B, to C

D
C

B

A
172.16.1.0/24

Direction of

traffic
flow
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•

 

Clients:

 

 All available routes in the preceding four categories, with the
exception of internal ISP service functions, should be passed to cli-
ents, either in the form of a 

 

default route

 

 or as 

 

explicit route entries

 

passed via a BGP session. 

•

 

Upstream providers:

 

 All client routes and all internal ISP routes cor-
responding to Internet-wide services should be passed to upstream
providers. Some clients may want further restrictions placed on their
routes being advertised in such a fashion. The ability for a client to
specify such caveats on the routing structure, and the mechanism
used by the ISP to allow this to happen, should be clearly indicated in
the service contract. 

•

 

Peer ISPs:

 

 All client routes and all ISP routes corresponding to Inter-
net-wide service should be passed to peer ISPs. Again the clients may
want to place a restriction on such an advertisement of their routes
as a qualification to the ISP’s own route export policy. 

This structure is shown in Figure 2. 

 

Figure 2:  External
Routing Interaction

 

The implicit outcome of this routing policy structure is that the ISP does
not act in a transit role to peer ISPs and permits neither peer-to-peer
transit nor peer-to-upstream transit. Peer ISPs have visibility only to cli-
ents of the ISP. From the service visibility perspective, client-only services
are not visible to peer ISPs or upstream ISPs, and, therefore, value-added
client services are implicitly visible only to clients and only when they ac-
cess the service through a client channel. 

 

Settlement Options 

 

Financial settlements have been a continual topic of discussion within
the domain of Internet interconnection. To look at the Internet settle-
ment environment, let’s first look at the use of interprovider financial
settlements within the international telephony service industry. Then, we
will look at the application of these generic principles to the Internet
environment.

Peer ISPsClients

ISP

Upstream ISPs



 

T h e  I n t e r n e t  P r o t o c o l  J o u r n a l

 

5

 

Within the traditional telephony model, interprovider peering takes
place within one of three general models: 

 

Bilateral Settlements 

 

The first, and highly prevalent, international peering model is that of bi-
lateral settlements. A 

 

call-minute

 

 is the unit of settlement accounting. A
call is originated by a local client, and the local client’s service provider
charges the client for the duration of the entire end-to-end call. The call
may pass through, or transit, many providers, and then terminate within
the network of the remote client’s local provider. The cost distribution
mechanism of settlements is handled bilaterally. In the most general case
of this settlement model, the originating provider pays the next hop pro-
vider to cover the costs of termination of the call. The next hop provider
then either terminates the call within the local network, or undertakes a
settlement with the next hop provider to terminate the call. The general
telephony trunk model does not admit many multiparty transit arrange-
ments. Most telephony settlements are associated with trunk calls that
involve only two providers: the originating and terminating providers. 

Within this technology model, the bilateral settlement becomes easier,
because the model simplifies to the case where the terminating provider
charges the originating provider a per-call-minute cost within an ac-
counting rate that has been bilaterally agreed upon between the two
parties. Because both parties can charge each other using the same ac-
counting currency, the ultimate financial settlement is based on the net
outcome of the two sets of call-minute transactions with the two call-
minute termination accounting rates applied to these calls. (There is no
requirement for the termination rates for the two parties to be set at the
same level.) Each provider invoices the originating end user for the en-
tire call duration, and the financial settlements provide the accounting
balance intended to ensure equity of cost distribution in supporting the
costs of the calls made between the two providers. Where there is equity
of call accounting rates between the two providers, the bilateral inter-
provider financial settlements are used in accordance with originating
call-minute imbalance, in which the provider hosting the greater num-
ber of originating call-minutes pays the other party according to a
bilaterally negotiated rate as the mechanism of cost distribution be-
tween the two providers. 

As a side note, the 

 

Federal Communications Commission

 

 of the United
States (FCC) asserts that U.S. telephone operators paid out some $5.6
billion in settlement rates in 1996, and the FCC is voicing the view that
accounting rates have now shifted into areas of non-cost-based settings,
rather than working as a simple cost distribution mechanism. 

This accounting settlement issue is one of the drivers behind the increas-
ing interest in voice-over-IP solutions, because typically no accounting
rate settlement component exists in such solutions, and the call termina-
tion charges are cost-based, without bilateral price setting. In those cases
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where accounting rates have come to dominate the provider’s call costs,
voice-over-IP is perceived as an effective lever to bypass the accounting
rate structure and introduce a new price point for call termination in the
market concerned. 

 

Sender Keeps All 

 

The second model, rarely used in telephony interconnection, is that of

 

Sender Keeps All

 

 (SKA), in which each service provider invoices its origi-
nating client’s user for the end-to-end services, but no financial
settlement is made across the bilateral interconnection structure. Within
the bilateral settlement model, SKA can be regarded as a boundary case
of bilateral settlements, where both parties simply deem the outcome of
the call accounting process to be absolutely equal, and consequently no
financial settlement is payable by either party as an outcome of the
interconnection. 

 

Transit Fees 

 

The third model is that of transit fees, in which one party invoices the
other party for services provided. For example, this arrangement is com-
monly used as the basis of the long-distance/local access provider
interconnection arrangements. Again, this case can be viewed as a
boundary case of a general bilateral settlement model, where in this case
the parties agree to apply call accounting in only one direction, rather
than bilaterally. 

 

Telephony Settlement Trends 

 

The international telephony settlement model is by no means stable, and
currently, significant pressure is being placed on the international ac-
counting arrangements to move away from bilaterally negotiated
uniform call accounting rates to rates separately negotiated for calls in
each direction of a bilateral interconnection. Simultaneously, communi-
cations deregulation within many national environments is changing the
transit fee model, as local providers extend their network into the long-
distance area and commence interconnection arrangements with similar
entities. Criticism also has been directed at the bilaterally negotiated set-
tlement rates, because of the observation that in many cases the
accounting rates are not cost-based rates but are based on a desire to
create a revenue stream from accounting settlements. 

 

Internet Considerations 

 

Numerous critical differences exist between the telephony models of in-
terconnection and the Internet environment; these differences have
confounded all attempts to cleanly map telephony interconnection mod-
els into the Internet environment. 

 

Internet Settlement Accounting by the Packet 

 

Internet interconnection accounting is a packet-based accounting issue,
because there is no “call-minute” in the Internet architecture. Therefore,
the most visible difference between the two environments is the replace-
ment of the 

 

call

 

 with the 

 

packet

 

 as the currency unit of interconnection.
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Although we can argue that a TCP session has much in common with a
call, this concept of an originating TCP call-minute is not always readily
identified within the packet forwarding fabric, and accordingly it is not
readily apparent that this is a workable settlement unit. Unlike a tele-
phony call, no concept of state initiation exists to pass a call request
through a network and lock down a network transit path in response to
a call response. The network undergoes no state change in response to a
TCP session, and therefore, no means is readily available to the opera-
tor to identify that a call has been initiated, and by which party. Of
course the use of 

 

User Datagram Protocol

 

 (UDP), and various forms of
tunnelling traffic, also confound any such TCP call-minute accounting
mechanism. 

 

Packets may be dropped

 

When a packet is passed across an interconnection from one provider to
another, no firm guarantee is given by the second provider that the
packet will definitely be delivered to the destination. The second pro-
vider, or subsequent providers in the transit path, may drop the packet
for quite legitimate reasons, and will remain within the protocol
specification in so doing. Indeed, the TCP protocol uses packet drop as a
rate-control signal. For the efficient operation of the TCP protocol, some
level of packet drop is a useful and anticipated event. However, if a
packet is used as the accounting unit in a general cost distribution envi-
ronment, should the provider who receives and subsequently drops the
packet be able to claim an accounting credit within the interconnection?
The logical response is that such accounting credits should apply only to
successfully delivered packets, but such an accounting structure is highly
challenging to implement accurately within the Internet environment. 

 

Packet paths are not predetermined

 

Packet transit paths can be within the explicit control of the end user,
not the provider. Users can exercise some significant level of control of
the path a packet takes to transit the Internet if source routing is hon-
ored, so that the relative packet flows between two providers can be
arbitrarily manipulated by any client, if so desired. 

 

Routing and traffic flow are not paired

 

Packet forwarding is not a verified operation. A provider may choose to
forward a packet to a second provider without reference to the particu-
lar routes the second provider is advertising to the first party. A packet
may also be forwarded to the second provider with a source address
that is not being advertised to the second provider. Given that the ge-
neric Internet architecture strives for robustness under extreme
conditions, attempts to forward a packet to its addressed destination are
undertaken irrespective of how the packet may have arrived at this loca-
tion in the first place, and irrespective of how a packet with reverse
header IP addresses will transit the network. 
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Comprehensive routing information is not uniformly available 

 

Complete information is not available to the Internet regarding the sta-
tus and reachability of every possible Internet address. Only as a packet
is forwarded closer to the addressed destination does more complete in-
formation regarding the status of the destination address become
apparent to the provider. Accordingly, a packet may have incurred some
cost of delivery before its ultimate undeliverability becomes evident. An
intermediate transit provider can never be completely assured that a
packet is deliverable. 

 

Settlement Models for the Internet 

 

Where a wholesale or retail service agreement is in place, one ISP is, in
effect, a customer of the other ISP. In this relationship, the customer ISP
(downstream ISP) is purchasing transit and connectivity services from
the supplier ISP (upstream ISP). The downstream ISP resells this service
to its clients. The upstream ISP must announce the downstream ISP’s
routes to all other customers and other egress points of the ISP’s net-
works to honor the service contract to the downstream ISP customer. 

However, given two ISPs who interconnect, the decision as to which
party should assume the upstream provider role and which party should
assume the downstream customer role is not always immediately obvi-
ous to either party, or even to an outside observer. Greater geographic
coverage may be the discriminator here that allows the customer/pro-
vider determination. However, this factor is not the only possible one
within the scope of the discussion. One ISP may host significant content
and may observe that access to this content adds value to the other
party’s network, which may be used as an offset against a more uni-
form customer relationship. In a similar vein, an ISP with a very large
client population within a limited geographic locality may see this large
client base as an offset against a more uniform customer relationship
with the other provider. In many ways, the outcome of these discus-
sions can be likened to two animals meeting in the jungle at night. Each
animal sees only the eyes of the other, and from this limited input, they
must determine which animal should attempt to eat the other! 

An objective and stable determination of which ISP should be the pro-
vider and which should be the client is not always possible. In many
contexts, the question is inappropriate, given that for some traffic classes
the respective roles of provider and client may swap over. The question
often is rephrased along the lines of, “Can two providers interconnect
without the implicit requirement to cast one as the provider and the
other as the client?” Exploration of some concepts of how the question
could possibly be answered is illustrative of the problem space here. 

 

Packet Cost Accounting 

 

One potential accounting model is based on the observation that a
packet incurs cost as it is passes through the network. For a small inter-
val of time, the packet occupies the entire transmission capacity of each
circuit over which it passes.
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Similarly, for a brief interval of time, the packet is exclusively occupying
the switching fabric of the router. The more routers the packet passes
through, and the greater the number and distance of transmission hops
the packet traverses, the greater the incurred cost in carrying the packet. 

A potential settlement model could be constructed from this observa-
tion. The strawman model is that whenever a packet is passed across a
network boundary, the packet is effectively sold to the next provider.
The sale price increases as the packet transits through the network, accu-
mulating value in direct proportion to the distance the packet traverses
within the network. Each boundary packet sale price reflects the previ-
ous sale price, plus the value added in transiting the ISP’s infrastructure.
Ultimately, the packet is sold to the destination client. This model is in-
dicated in Figure 3.

 

Figure 3:  Financial
Interprovider

Settlement via Packet
Cost Accounting

 

As with all strawman models, this one has numerous critical weak-
nesses, but let’s look at the strengths first. An ISP gains revenue from a
packet only when delivered on egress from the network, rather than in
network ingress. Accordingly, a strong economic incentive exists to ac-
cept packets that will not be dropped in transit within the ISP, given that
the transmission of the packet generates revenue to the ISP only on suc-
cessful delivery of the packet to the next hop ISP or to the destination
client. This factor places strong pressure on the ISP to maintain quality
in the network, because dropped packets imply foregone revenue on lo-
cal transmission. Because the packet was already purchased from the
previous provider in the path, packet loss also implies financial loss.
Strong pressure also is exerted to price the local transit function at a
commodity price level, rather than attempt to undertake opportunistic
pricing. If the chosen transit price is too great, the downstream provider
has the opportunity to extend its network to reach the next upstream
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provider in the path, resulting in bypassing the original upstream ISP
and purchasing the packets directly from the next hop upstream source.
Accordingly, this model of per-packet pricing, using a settlement model
of egress packet accounting, and locally applied value increments to a
cumulative per-packet price, based on incremental per-hop transmission
costs, does allow for some level of reasonable stability and cost distribu-
tion in the interprovider settlement environment. 

However, weaknesses of this potential model cannot be ignored. First,
some level of packet drop is inevitable, irrespective of traffic load. Gen-
erally, the more remote the sender from the destination, the less able the
sender is to ascertain that the destination address is a valid IP address,
and the destination host is available. To minimize the liability from such
potential packet loss, the ISP should maintain a relatively complete rout-
ing table and accept only packets in which a specific route is maintained
for the network. More critical is the issue that the mechanism is open to
abuse. Packets that are generated by the upstream ISP can be transmit-
ted across the interface, which in turn results in revenue being generated
for the ISP. Of course, per-packet accounting within the core of the net-
work is a significant refinement of existing technology. Within a strict
implementation of this model, packets require the concept of an at-
tached value that ISPs augment on an ingress-to-egress basis, which
could be simplified to a hop-by-hop value increment. Implementations
feasibly can use a level of averaging to simplify this process by using a
tariff for domestic transit and a second for international transit. 

 

TCP Session Accounting 

 

These traffic-based metrics do exhibit some weaknesses because of their
inability to resist abuse and the likelihood of exacting an interprovider
payment even when the traffic is not delivered to an ultimate destina-
tion. Of more concern is that this settlement regime has a strong
implication in the retail pricing domain, where the method of payment
on delivered volume and distance is then one of the more robust ways
that a retail provider can ensure that there is an effective match between
the interprovider payments and the retail revenue. Given that there is no
intrinsic match of distance, and therefore cost, to any particular end-to-
end network transaction, such a retail tariff mechanism would meet
with strong consumer resistance.

Does an alternative settlement structure that can address these weak-
nesses exist? One approach is to perform significantly greater levels of
analysis of the traffic as it transits a boundary between a client and the
provider, or between two providers, and to adopt financial settlement
measures that match the type of traffic being observed. As an example,
the network boundary could detect the initial TCP SYN handshake, and
all subsequent packets within the TCP session could be accounted
against the session initiator, while UDP traffic could be accounted
against the UDP source. Such detailed accounting of traffic passed across
a provider boundary could allow for a potential settlement structure
based on duration (

 

call-minutes

 

), or volume (

 

call-volumes

 

). 
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Although such settlement schemes are perhaps limited more by imagina-
tion in the abstract, very real technical considerations must be borne to
bear on this speculation. For a client-facing access router to detect a
TCP flow and correctly identify the TCP session initiator requires the
router to correctly identify the initial SYN handshake, the opening
packet, and then record all in-sequence subsequent packets within this
TCP flow against this accounting element. This identification process
may be completely impossible within the network at an interprovider
boundary. The outcome of the routing configuration may be an asym-
metric traffic path, so that a single interprovider boundary may see only
traffic passing in a single direction. 

However, the greatest problem with this, or any other traffic accounting
settlement model, is the diversity of retail pricing structures that exist
within the Internet today. Some ISPs use pricing based on received vol-
ume, some on sent volume, some on a mix of sent and received volume,
and some use pricing based on the access capacity, irrespective of vol-
ume. This discussion leads to the critical question when considering
financial settlements: Given that the end client is paying the local ISP for
comprehensive Internet connectivity, when a client’s packet is passed
from one ISP to another at an interconnection point, where is the reve-
nue for the packet? Is the revenue model one in which the packet sender
pays or one in which the packet receiver pays? The packet egress model
described here assumes a uniform retail model in which the receiver pays
for Internet packets. The TCP session model assumes the session initia-
tor pays for the entire traffic flow. This uniformity of retail pricing is
simply not mirrored within the retail environment of the Internet today. 

Although this session-based settlement model does attempt to promote a
quality environment with fair carriage pricing, it cannot address the fun-
damental issue of financial settlements. 

 

Internet Settlement Structures 

 

For a financial settlement structure to be viable and stable, the settle-
ment structure must be a uniform abstraction of a relatively uniform
retail tariff structure. This conclusion is critically important to the entire
Internet financial settlement debate.

The financial structure of interconnection must be an abstraction of the
retail models used by the two ISPs. If the uniform retail model is used,
the party originating the packet pays the first ISP a tariff to deliver the
packet to its destination within the second ISP; then the first ISP is in a
position to fund the second ISP to complete the delivery through an in-
terconnection mechanism. If, on the other hand, the uniform retail
model is used in which the receiver of the packet funds its carriage from
the sender, then the second ISP funds the upstream ISP. If no uniform re-
tail model is used, when a packet is passed from one provider to the
other, no understanding exists about which party receives the revenue
for the carriage of the packet and accordingly, which party settles with
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the other party for the cost incurred in transmission of the packet. The
answer to these issues within the Internet environment has been to com-
monly adopt just two models of interaction. These models sit at the
extreme ends of the business spectrum, where one is a customer/pro-
vider relationship, and the other is a peering relationship without any
form of financial settlement, or SKA. These models approximately cor-
respond to the second and third models described previously from
traditional models of interconnection within the communications indus-
try. However, an increasing trend has moved toward models of financial
settlement in a bilaterally negotiated basis within the Internet, using non-
cost-based financial accounting rates within the settlement structure.
Observing the ISP industry repeat the same well-trodden path, complete
with its byways into various unproductive areas and sometimes mis-
takes of the international telephony world, is somewhat interesting to
say the least. Experiential learning is often observed to be a rare com-
modity in this area of Internet activity. 

 

No Settlement and No Interconnection 

 

Examining the option of complete autonomy of operation, without any
form of interaction with other local or regional ISPs, is instructive within
this examination of settlement options. 

One scenario for a group of ISPs is that a mutually acceptable peering
relationship cannot be negotiated, and all ISPs operate disconnected net-
work domains with dedicated upstream connections and no
interconnection. The outcome of such a situation is that third-party con-
nectivity would take place, with transit traffic flowing between the local
ISPs being exchanged within the domain of a mutually connected third-
party ISP (or via transit across a set of third-party ISPs). For example,
for an Asian country, this situation would result in traffic between two
local entities, both located within the same country, being passed across
the Pacific, routed across numerous network domains within the United
States, and then passed back across the Pacific. Not only is this scenario
inefficient in terms of resource utilization, but this structure also adds a
significant cost to the operation of the ISPs, a cost that ultimately is
passed to the consumer in higher prices for Internet traffic. 

Note that this situation is not entirely novel; the Internet has seen such
arrangements appear in the past; and these situations are still apparent
in today’s Internet. Such arrangements have arisen, in general, as the
outcome of an inability to negotiate a stable local peering structure. 

However, such positions of no interconnection have proved to be rela-
tively short-lived because of the high cost of operating international
transit environments, the instability of the significantly lengthened inter-
connection paths, and the unwillingness of foreign third-party ISPs to
act (often unwittingly) as agents for domestic interconnection in the
longer term. As a result of these factors, such off-shore connectivity
structures generally have been augmented with domestic peering
structures. 



 

T h e  I n t e r n e t  P r o t o c o l  J o u r n a l

 

1 3

 

The resultant general operating environment of the Internet is that effec-
tive isolation is not in the best interests of the ISP, nor is isolation in the
interests of other ISPs or the consumers of the ISPs’ services. In the inter-
ests of a common desire to undertake rational and cost-effective use of
communications resources, each national (or regional) collection of ISPs
acts to ensure local interconnectivity between such ISPs. A consequent
priority is to reach acceptable ISP peering arrangements. 

 

Sender Keeps All 

 

Sender Keeps All

 

 (SKA) peering arrangements are those in which traffic
is exchanged between two or more ISPs without mutual charge (an in-
terconnection arrangement with no financial settlement). Within a
national structure, typically the marginal cost of international traffic
transfer to and from the rest of the Internet is significantly higher than
domestic traffic transfer. In these cases, any SKA peering is likely to re-
late to only domestic traffic, and international transit would be provided
either by a separate agreement or independently by each party. 

This SKA peering model is most stable where the parties involved per-
ceive equal benefit from the interconnection. This interconnection model
generally is used in the context of interconnection or with providers with
approximate equal dimension, as in peering regional providers with
other regional providers, national providers with other national provid-
ers, and so on. Oddly enough, the parties themselves do not have to
agree on what that value or dimension may be in absolute terms. Each
party makes an independent assessment of the value of the interconnec-
tion, in terms of the perceived size and value of the ISP and the value of
the other ISP. If both parties reach the conclusion that in their terms a
net balance of value is achieved, then the interconnection is on a stable
basis. If one party believes that it is larger than the other and SKA inter-
connection would result in leverage of its investment by the smaller
party, then an SKA interconnection is unstable. 

The essential criterion for a stable SKA peering structure is perceived
equality in the peering relationship. This criterion can be achieved in
many ways, including the use of entry threshold pricing into the peering
environment or the use of peering criteria, such as the specification of
ISP network infrastructure or network level of service and coverage ar-
eas as eligibility for peering. 

A typical feature of the SKA peering environment is to define an SKA
peering in terms of traffic peering at the client level only. This definition
forces each peering ISP to be self-sufficient in the provision of transit ser-
vices and ISP infrastructure services that would not be provided across a
peering point. This process may not result in the most efficient or effec-
tive Internet infrastructure, but it does create a level of approximate
parity and reduces the risks of leverage within the interconnection. In
this model, each ISP presents at each interconnection or exchange only
those routes associated with the ISP’s customers and accepts only traffic
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from peering ISPs at the interconnection or exchange directed to such
customers. The ISP does not accept transit traffic destined to other re-
mote exchange locations, nor to upstream ISPs, nor traffic directed to
the ISP’s infrastructure services. Equally, the ISP does not accept traffic
that is destined to peering ISPs, from upstream transit providers. The
business model here is that clients of an ISP are contracting the ISP to
present their routes to all other customers of the ISP, to the upstream
providers of the ISP, and to all exchange points where the ISP has a pres-
ence. The particular tariff model chosen by the ISP in servicing the
customers is not material to this interconnection model. Traffic passed
to a peer ISP at the exchange becomes the responsibility of the peer ISP
to pass to its customers at its cost. 

Another means of generating equity within an SKA peering is to peer
only within the terms of a defined locality. In this model, an ISP would
present routes to an SKA peer in which the routes correspond to cus-
tomers located at a particular access POP, or a regional cluster of access
POPs. The SKA peer’s ability to leverage advantage from the greater
level of investment (assuming that the other party is the smaller party) is
now no longer a factor, because the smaller ISP sees only those parts of
the larger ISP that sit within a well-defined local or regional zone. This
form of peering is indicated in Figure 4.

 

Figure 4:  SKA Peering
Using Local Cells
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The probable outcome of widespread use of SKA interconnections is a
generalized ISP domain along the lines of Figure 5. Here, the topology is
segregated into two domains consisting of a set of transit ISPs, whose
predominate investment direction is in terms of high-capacity carriage
infrastructure and high-capacity switching systems, and a collection of
local ISPs, whose predominate investment direction is in service infra-
structure supporting a string retail focus. Local ISPs participate at
exchanges and announce local routes at the exchange on an SKA basis
of interconnection with peer ISPs. Such ISPs are strongly motivated to
prefer to use all routes presented at the exchange within such peering
sessions, because the ISP is not charged any transit cost for the traffic un-
der an SKA settlement structure. The exchange does not provide
comprehensive connectivity to the ISP, and this connectivity needs to be
complemented with a separate purchase of transit services. In this role,
the local ISP becomes a client of one or more transit ISPs explicitly for
the purpose of access to transit connectivity services. 

 

Figure 5:  ISP Structure of Local and Transit Operations

 

In this model, the transit ISP must have established a position of broad-
ranging connectivity, with a well-established and significant market
share of the wholesale transit business. A transit ISP also must be able to
present customer routes at a carefully selected set of major exchange lo-
cations and have some ability to exchange traffic with all other transit
ISPs. This latter requirement has typically been implemented using pri-
vate interconnection structures, and the associated settlements often are
negotiated bilaterally. These settlements possibly may include some ele-
ment of financial settlement. 
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Negotiated Financial Settlement 

 

The alternative to SKA and provider/client role selection is the adoption
of a financial settlement structure. The settlement structure is based on
both parties effectively selling services to each other across the intercon-
nection point, with the financial settlement undertaking the task of
balancing the relative sales amounts. 

The simplest form of undertaking this settlement is to measure the vol-
ume of traffic being passed in each direction across the interconnection
and to use a single accounting rate for all traffic. At the end of each ac-
counting period, the two ISPs would financially settle based on the
agreed accounting rate applied to the net traffic flow. 

Which way the money should flow in relationship to traffic flow is not
immediately obvious. One model assumes that the originating provider
should be funding the terminating provider to deliver the traffic, and
therefore, money should flow in the same direction as traffic.  The re-
verse model assumes that the overall majority of traffic, is traffic
generated in response to an action of the receiver, such as web page re-
trieval or the downloading of software. Therefore, the total network
cost should be imposed on the discretionary user, so that the terminat-
ing provider should fund the originating provider. This latter model has
some degree of supportive evidence, in that a larger provider often pro-
vides more traffic to a smaller attached provider than it receives from
that provider. Observation of bilateral traffic flow statistics tends to sup-
port this, indicating that traffic-received volumes typically coincide with
the relative interconnection benefit to the two providers.

The accounting rate can be negotiated to be any amount. There is a ca-
veat on this ability to set an arbitrary accounting rate, because where an
accounting rate is not cost-based, business instability issues arise. For
greater stability, the agreed settlement traffic unit accounting rate would
have to match the average marginal cost of transit traffic in both ISP net-
works for the settlement to be attractive to both parties. Refinements to
this approach can be introduced, although they are accompanied by
significant expenditure on traffic monitoring and accounting systems.
The refinements are intended to address the somewhat arbitrary deter-
mination of financial settlement based on the receiver or the sender. One
way is to undertake flow-based accounting, in which the cost account-
ing for the volume of all packets associated with a TCP flow is directed
to the initiator of the TCP session. Here, the cost accounting for all
packets of a UDP flow is directed to the UDP receiver. The session-based
accounting is significantly more complex than simple volume account-
ing, and such operational complexity would be reflected in the cost of
undertaking such a form of accounting. However, asymmetric paths are
a common feature of the inter-AS environment, so that it may not al-
ways be possible to see both sides of a TCP conversation and perform
an accurate determination of the session initiator. 
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Another refinement is to use a different rate for each provider, where the
base rate is adjusted by some agreed size factor to ensure that the larger
provider is not unduly financially exposed by the arrangement. The ad-
justment factor can be the number of Points of Presence, the range of the
network, the volume carried on the network, the number of routes ad-
vertised to the peer, or any other metric related to the ISP’s investment
and market share profile. Alternatively, a relative adjustment factor can
simply be a number, without any basis in a network metric, to which
both parties agree. 

Of course, such a relative traffic volume balance is not very robust ei-
ther, and the metric is one that is vulnerable to abuse. The capability to
adjust the relative traffic balance comes from the direct relationship be-
tween the routes advertised and the volume of traffic received. To reduce
the amount of traffic received, the ISP reduces the number of routes ad-
vertised to the corresponding peer. Increasing the number of routes, and
at the same time increasing the number of specific routes, increases the
amount of received traffic. When there is a rich mesh of connectivity, the
primary objective of routing policy is no longer that of supporting basic
connectivity, but instead the primary objective is to maximize the finan-
cial return to the operator. If the ISP is paying for an “upstream” ISP
service, the motivation is to minimize the cost of this contract, either by
maximizing the amount of traffic covered under a fixed cost, or mini-
mizing the cost by minimizing the traffic exchanged with the upstream
ISP. Where there is a financially settled interconnection, the ISP will be
motivated to configure its routing policies to maximize its revenue from
such an arrangement. And of course an ISP will always prefer to use cus-
tomer routes wherever possible, as a basic means of maximizing revenue
into the operation.

Of greater concern is the ability to abuse the interconnection arrange-
ments. One party can generate and then direct large volumes of traffic to
the other party. Although overt abuse of the arrangements is often easy
to detect, greed is a wonderful stimulant to ingenuity, and more subtle
forms of abuse of this arrangement are always possible. To address this,
both parties would typically indicate in an interconnection agreement
their undertaking not to indulge in such forms of deliberate abuse. 

Notwithstanding such undertakings by the two providers, third parties
can still abuse the interconnection in various ways. Loose source rout-
ing can generate traffic flows that pass across the interconnection in
either direction. The ability to remotely trigger traffic flows through
source address spoofing is possible, even where loose source routing is
disabled. This window of financial vulnerability is far wider than many
ISPs are comfortable with, because it opens the provider to a significant
liability over which it has a limited ability to detect and control. Conse-
quently, financial settlement structures based on traffic flow metrics are
not a commonly deployed mechanism, because they introduce
significant financial risks to the ISP interconnection environment. 
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The Settlement Debate 

 

The issue of Internet settlements, and associated financial models of set-
tlement, has occupied the attention of a large number of ISPs, traditional
communications carriers, public regulators, and many other interested
bodies for many years now. Despite these concentrated levels of atten-
tion and analysis, the Internet interconnection environment remains one
where there are no soundly based models of financial settlement in wide-
spread use today. 

It is useful to look further into this matter, and pose the question: “Why
has the Internet managed to pose such a seemingly intractable challenge
to the ISP industry?” The prime reason is likely to be found within the
commonly adopted retail model of ISP services. The tariff for an ISP re-
tail service does not implicitly cover the provision of an Internet
transmission service from the client to all other Internet-connected hosts.
In other words, the Internet service, as retailed to the client, is not a
comprehensive end-to-end service. 

In a simple model of the operation of the Internet, each ISP owns and
operates some local network infrastructure, and may choose to pur-
chase services from one or more upstream service providers. The service
domain offered to the clients of this network specifically encompasses an
Internet subdomain limited to the periphery of the ISP network together
with the periphery of the contracted upstream provider’s service do-
main. This is a recursive domain definition, in that the upstream
provider in turn may have purchased services from an upstream pro-
vider at the next tier, and so on. After the client’s traffic leaves this
service domain, the ISP ceases to directly, or indirectly, fund the car-
riage of the client’s traffic, and the funding burden passes over to a
funding chain linked to the receiver’s retail service.

For example, when traffic is passed from an ISP client to a client of an-
other provider, the ISP funds the traffic as it transits through the ISP and
indirectly funds the cost of carriage through any upstream provider’s
network. When the traffic leaves the provider’s network, to be passed to
either a different client, another ISP, or to a peer provider, the sender’s
ISP ceases to fund the further carriage of the traffic. This scenario is indi-
cated in Figure 6. In other words, these scenarios illustrate the common
theme that the retail base of the Internet is not an end-to-end tariff base.
The sender of the traffic does not fund the first hop ISP for the total
costs of carriage through the Internet to the traffic’s destination, nor
does the ultimate receiver pay the last hop ISP for these costs. The ISP
retail pricing structure reflects an implicit division of cost between the
two parties, and there is no consequent structural requirement for inter-
provider financial balancing between the originating ISP and the termi-
nating ISP.
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Figure 6: Partial-Path
Paired Services

 

An initial reaction to this partial service model would be to wonder why
the Internet works at all, given that no single party funds the carriage of
traffic on the complete path from sender to receiver. Surely this would
imply that once the traffic had passed beyond the sending ISP’s service
funded domain the traffic should be discarded as unfunded traffic? The
reason why this is not the case is that the receiver implicitly assumes
funding responsibility for the traffic at this handover point, and the sec-
ond part of the complete carriage path is funded by the receiver. In an
abstract sense, the entire set of connectivity paths within the Internet can
be viewed as a collection of bilaterally funded path pairs, where the
sender funds the initial path component and the receiver funds the sec-
ond terminating path component. This underscores the original
observation that the generally adopted retail model of Internet services is
not one of end-to-end service delivery, but instead one of partial path
service, with no residual retail price component covering any form of
complete path service. 

Financial settlement models typically are derived from a different set of
initial premises than those described here. The typical starting point is
that the retail offering is a comprehensive end-to-end service, and that
the originating service provider utilizes the services of other providers to
complete the delivery of all components of the retailed service. The origi-
nating service provider then undertakes some form of financial
settlement with those providers who have undertaken some form of an
operational role in providing these service elements. This cost-distrib-
uted business structure allows both small and large providers to operate
with some degree of financial stability, which in turn allows a competi-
tive open service market to thrive. Through the operation of open
competition, the consumer gains the ultimate price and service benefit of
cost-efficient retail services. 
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The characteristics of the Internet environment tend to create a different
business environment to that of a balanced cost distribution structure.
Here there is a clear delineation between a customer/provider relation-
ship and a peer relationship, with no stable middle ground of a
financially settled inter-ISP bilateral relationship. An ISP customer is one
that assumes the role of a customer of one or a number of upstream
providers, with an associated flow of funding from the customer to the
upstream provider, whereas an ISP upstream service provider views the
downstream provider as a customer. An ISP peer relationship is where
the two ISPs execute a peering arrangement, where traffic is exchanged
between the two providers without any consequent financial settlement,
and such peering interactions are only stable while both providers per-
ceive some degree of parity in the arrangement; for example, when the
two providers present to the peering point Internet domains of approxi-
mate equality in market coverage and market share. An ISP may have
multiple simultaneous relationships, being a customer in some cases, an
upstream provider in others, and a peer in others. In general, the rela-
tionships are unique within an ISP pairing, and efforts to support a
paired relationship which encompasses elements of both peering and
customer/provider pose significant technical and business challenges.

The most natural business outcome of any business environment is for
each provider to attempt to optimize its business position. For an ISP,
this optimization is not simply a case of a competitive impetus to achieve
cost efficiency in the ISP’s internal service operation, because the realiza-
tion of cost efficiencies within the service provider’s network does not
result in any substantial change in the provider’s financial position with
respect to upstream costs or peering positioning. The ISP’s path toward
business optimization includes a strong component of increasing the size
and scope of the service provider operation, so that the benefits of pro-
viding funded upstream services to customers can be maximized, and
non-financially settled peering can be negotiated with other larger
providers. 

The conclusion drawn is that the most natural business outcome of to-
day’s Internet settlement environment is one of aggregation of providers,
a factor quite evident in the Internet provider environment at present. 

 

Quality of Service and Financial Settlements 
Within today’s ISP service model, strong pressure to change the technol-
ogy base to accommodate more sophisticated settlement structures is
not evident. The fundamental observation is that any financial settle-
ment structure is robust only where a retail model exists that is relatively
uniform in both its nature and deployment, and encompasses the provi-
sion of services on an end-to-end basis. Where a broad diversity of
partial-service retail mechanisms exists within a multiprovider environ-
ment, the stability of any form of interprovider financial settlement
structure will always be dubious at best. 
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If paired partial path service models and SKA peering interconnection
comfortably match the requirements of the ISP industry today, is this en-
tire financial settlement issue one of simple academic interest? 

Perhaps the strongest factor driving change here is the shift towards an
end-to-end service model associated with the current technology impe-
tus toward support of distinguished Quality of Service (QoS)
mechanisms. Where a client signals the requirement for some level of
preemption or reservation of resources to support an Internet transac-
tion or flow, the signal must be implemented on an end-to-end basis in
order for the service request to have any meaning or value. The public
Internet business model to support practical use of such QoS technolo-
gies will shift to that of the QoS signal initiator undertaking to bear the
cost of the entire end-to-end traffic flow associated with the QoS signal.
This is a retail model where the application initiator undertakes to fund
the entire cost of data transit associated with the application. This model
is analogous to the end-to-end retail models of the telephony, postal, and
freight industries. In such a model, the participating agents are compen-
sated for the use of their services through a financial distribution of the
original end-to-end revenue, and a logical base for inter-agent financial
settlements is the outcome. It is, therefore, the case that meaningful inter-
provider financial settlements within the Internet industry are highly
dependent on the introduction of end-to-end service retail models. There
financial settlements are, in turn, dependent on a shift from universal de-
ployment of a best effort service regime with partial path funding to the
introduction of layered end-to-end service regimes that feature both end-
to-end service-level undertakings and end-to-end tariffs applied to the
initiating party.

The number of conditionals in this argument is not insignificant. If QoS
technologies are developed that scale to the size of the public Internet,
that provide sufficiently robust service models to allow the imposition of
service level agreements with service clients, and are standardized such
that the QoS service models are consistent across all vendor platforms,
then this area of inter-provider settlements will need to change as a con-
sequence. The pressure to change will be emerging market opportunities
to introduce interprovider QoS interconnection mechanisms and the as-
sociated requirement to introduce end-to-end retail QoS services. The
consequence is that there will be pressure to support this with inter-pro-
vider financial settlements where the originating provider will apportion
the revenue gathered from the QoS signal initiator with all other provid-
ers that are along the associated end-to-end QoS flow path. 

Such an end-to-end QoS settlement model assumes significant propor-
tions that may in themselves impact on the QoS signaling technologies.
It is conceivable that each provider along a potential QoS path may need
to signal not only their capability of supporting the QoS profile of the
potential flow, but also the unit settlement cost that will apply to the
flow. The end user may then use this cost feedback to determine
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whether to proceed with the flow given the indication of total transit
costs, or request alternate viable paths in order to choose between alter-
native provider paths so as to optimize both the cost and the resultant
QoS service profile. The technology and business challenges posed by
such an end-to-end QoS deployment model are certainly an impressive
quantum change from today’s best effort Internet. 

With this in mind, one potential future is that the public Internet envi-
ronment will adopt a QoS mediated service model that is capable of
supporting a diverse competitive industry through interprovider finan-
cial settlements. The alternative is the current uniform best effort
environment with no logical role for interprovider settlements, with the
associated strong pressures for provider aggregation. The reliance on In-
ternet QoS technologies to achieve not only Internet service outcomes,
but also to achieve desired public policy outcomes in terms of competi-
tive pressures, is evident within this perspective. It is unclear whether the
current state of emerging QoS technologies and QoS interconnection
agreements will be able to mature and be deployed in time to forge a
new chapter in the story of the Internet interconnection environment.
The prognosis for this is, however, not good. 

Futures 
Without the adoption of a settlement regime that supports some form of
cost distribution among Internet providers, there are serious structural
problems in supporting a diverse and well populated provider industry
sector. These problems are exacerbated by the additional observation
that the Internet transmission and retail markets both admit significant
economies of scale of operation. The combination of these two factors
leads to the economic conclusion that the Internet market is not a sus-
tainable open competitive market. Under such circumstances, there is no
natural market outcome other than aggregation of providers, leading to
the establishment of monopoly positions in the Internet provider space.
This aggregation is already well underway, and direction of the Internet
market will be forged through the tension between this aggregation pres-
sure and various national and international public policy objectives that
relate to the Internet industry. 

The problem stated here is not in the installation of transmission infra-
structure, nor is it in the retailing of Internet services. The problem faced
by the Internet industry is in ensuring that each provider of infrastruc-
ture is fairly paid when the infrastructure is used. In essence, the
problem is how to distribute the revenue gained from the retail sale of
Internet access and services to the providers of carriage infrastructure.
While explosive growth has effectively masked these problems for the
past decade, after market saturation occurs and growth tapers off, these
issues of financial settlement between the various Internet industry play-
ers will then shape the future of the entire global ISP industry. 
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[This article is based in part on material in The ISP Survival Guide, by
Geoff Huston, ISBN 0-471-31499-4, published by JohnWiley & Sons in
1998. Used with permission.] 

Annotated Reading List
The following articles and publications address various aspects of Inter-
net interconnection and peering, and the underlying issues of the
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Firewalls and Internet Security, the Second Hundred (Internet) Years
by Frederic Avolio,
Avolio Consulting 

nterest and knowledge about computer and network security is
growing along with the need for it. This interest is, no doubt, due to
the continued expansion of the Internet and the increase in the

number of businesses that are migrating their sales and information
channels to the Internet. The growth in the use of networked computers
in business, especially for e-mail, has also fueled this interest. Many peo-
ple are also presented with the post-mortems of security breaches in
high-profile companies in the nightly news and are given the impression
that some bastion of defense had failed to prevent some intrusion. One
result of these influences is that that many people feel that Internet secu-
rity and Internet firewalls are synonymous. Although we should know
that no single mechanism or method will provide for the entire com-
puter and network security needs of an enterprise, many still put all their
network security eggs in one firewall basket. 

Computer networks may be vulnerable to many threats along many ave-
nues of attack, including: 

• Social engineering, wherein someone tries to gain access through
social means (pretending to be a legitimate system user or adminis-
trator, tricking people into revealing secrets, etc.) 

• War dialing, wherein someone uses computer software and a modem
to search for desktop computers equipped with modems that answer,
providing a potential path into a corporate network 

• Denial-of-service attacks, including all types of attacks intended to
overwhelm a computer or a network in such a way that legitimate
users of the computer or network cannot use it 

• Protocol-based attacks, which take advantage of known (or
unknown) weaknesses in network services 

• Host attacks, which attack vulnerabilities in particular computer
operating systems or in how the system is set up and administered 

• Password guessing 

• Eavesdropping of all sorts, including stealing e-mail messages, files,
passwords, and other information over a network connection by lis-
tening in on the connection. 

Internet firewalls have been around for a hundred years—in Internet
time. Firewalls can help protect against some of these attacks, but cer-
tainly not all. Firewalls can be very effective at what they do. The people
who set up and use them must have the knowledge of how they work,
and also be aware of what they can and cannot protect. In this article,
we examine the Internet firewall, touch on its history, see how firewalls
are used today, and discuss changes that are in place for the next hun-
dred years. 

I
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Internet History 
In the beginning, there was no Internet. There were no networks. There
was no e-mail, and people relied on postal mail or the telephone to com-
municate. The very busy sent telegrams. Few people used ugly names to
refer to others whom they had never met. Of course, the Internet has
changed all this. The Internet, which started as the Advanced Research
Projects Agency Network (ARPANET), was a small, almost closed,
community. It was a place, to borrow a line from the theme to Cheers,
“where everybody knows your name, and they’re always glad you
came.”

On November 2, 1988, something happened that changed the Internet
forever. Reporting this incident, Peter Yee at the NASA Ames Research
Center sent a note out to the TCP/IP Internet mailing list that reported,
“We are currently under attack from an Internet VIRUS! It has hit Ber-
keley, UC San Diego, Lawrence Livermore, Stanford, and NASA
Ames.” Of course, this report was the first documentation of what was
to be later called The Morris Worm. The researchers and contributors
that had built the Internet, as well as the organizations that were start-
ing to use it, realized at that moment that the Internet was no longer a
closed community of trusted colleagues. In fact, it hadn’t been for years.
To their credit, the Internet community did not overreact to this situa-
tion. Rather, they started sharing information on their practices to
prevent future disruptions. 

(One of the results of this problem was a growth in the number of Inter-
net mailing lists dedicated to security and bug tracking. The firewalls
list—subscribe with e-mail to Majordomo@lists.gnac.net—and the
bugtraqs list—LISTSERV@netspace.org—are two examples, as well as
the CERT  Coordination Center—http://www.cert.org/.) 

Other famous, and general, attacks followed: 

• Bill Cheswick’s “evening with Berferd”[4] 

• Clifford Stoll’s run-in with German spies[7] 

• The massive password capture of the winter of 1994 

• The IP spoofing attack that Kevin Mitnick used against Tsutomu
Shimomura[6] 

• The rash of denial-of-service attacks in January 1996, and the “Web
site break-in of the week.”

All these viruses have made it into the popular press, and all have raised
awareness of the need for good computer and network security. As
these, and other, events were unfolding, the firewall was starting its
rapid evolution. Although the development of firewall technology and
products may be seen as very fast, it sometimes seems that firewalls are
just barely keeping up with the new applications and services that spring
up and immediately become a “requirement” for many Internet users. 
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Firewall History 
We are used to firewalls in other disciplines, and, in fact, the term did
not originate with the Internet. We have firewalls in housing, separat-
ing, for example, a garage from a house, or one apartment from
another. Firewalls are barriers to fire, meant to slow down its spread un-
til the fire department can put it out. The same is true for firewalls in
automobiles, segregating the passenger and engine compartments. 

Cheswick and Bellovin, in the definitive text on Internet firewalls[4], said
an Internet firewall has the following properties: it is a single point be-
tween two or more networks where all traffic must pass (choke point);
traffic can be controlled by and may be authenticated through the de-
vice, and all traffic is logged. In a talk, Bellovin later stated, “Firewalls
are barriers between ‘us’ and ‘them’ for arbitrary values of ‘them.’”

The first network firewalls appeared in the late 1980s and were routers
used to separate a network into smaller LANs. In these scenarios—and
using Bellovin’s definition, above—“us” might be—well, “us.” And
“them” might be the English Department. Firewalls like this were put in
place to limit problems from one LAN spilling over and affecting the
whole network. All this was done so that the English Department could
add any applications to its own network, and manage its network in any
way that the department wanted. The department was put behind a
router so that problems due to errors in network management, or noisy
applications, did not spill over to trouble the whole campus network.
The first security firewalls were used in the early 1990s. They were IP
routers with filtering rules. The first security policy was something like
the following: allow anyone “in here” to access “out there.” Also, keep
anyone (or anything I don’t like) “out there” from getting “in here.”
These firewalls were effective, but limited. It was often very difficult to
get the filtering rules right, for example. In some cases, it was difficult to
identify all the parts of an application that needed to be restricted. In
other cases, people would move around and the rules would have to be
changed. 

The next security firewalls were more elaborate and more tunable.
There were firewalls built on so-called bastion hosts. Probably the first
commercial firewall of this type, using filters and application gateways
(proxies), was from Digital Equipment Corporation, and was based on
the DEC corporate firewall. Brian Reid and the engineering team at
DEC’s Network Systems Lab in Palo Alto originally invented the DEC
firewall. The first commercial firewall was configured for and delivered
to the first customer, a large East Coast-based chemical company, on
June 13, 1991. During the next few months, Marcus Ranum at Digital
invented security proxies and rewrote much of the rest of the firewall
code. The firewall product was produced and dubbed DEC SEAL (for
Secure External Access Link). The DEC SEAL was made up of an exter-
nal system, called Gatekeeper, the only system the Internet could talk to,
a filtering gateway, called Gate, and an internal Mailhub (see Figure 1).
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In this same time frame, Cheswick and Bellovin at Bell Labs were exper-
imenting with circuit relay-based firewalls. Raptor Eagle came out about
six months after DEC SEAL was first delivered, followed by the ANS
InterLock. 

Figure 1:  DEC SEAL—
First Commercial

Firewall

On October 1, 1993, the Trusted Information Systems (TIS) Firewall
Toolkit (FWTK) was released in source code form to the Internet com-
munity. It provided the basis for TIS’ commercial firewall product, later
named Gauntlet. At this writing, the FWTK is still in use by experiment-
ers, as well as government and industry, as a basis for their Internet
security. In 1994, Check Point followed with the Firewall-1 product, in-
troducing “user friendliness” to the world of Internet security. The
firewalls before Firewall-1 required editing of ASCII files with ASCII edi-
tors. Check Point introduced icons, colors, and a mouse-driven, X11-
based configuration and management interface, greatly simplifying fire-
wall installation and administration. 

Early firewall requirements were easy to support because they were lim-
ited to the Internet services available at that time. The typical
organization or business connecting to the Internet needed secure access
to remote terminal services (Telnet), file transfer (File Transfer Protocol
[FTP]), electronic mail (Simple Mail Transfer Protocol [SMTP]), and
USENET News (the Network News Transfer Protocol—NNTP). To-
day, we add to this list of “requirements” access to the World Wide
Web, live news broadcasts, weather information, stock quotes, music on
demand, audio and videoconferencing, telephony, database access, file
sharing, and the list goes on. 

What new vulnerabilities are there in these new “required” services that
are daily added to some sites? What are the risks? Too often, the an-
swer is “we don’t know.” 

Types of Firewalls 
There are four types of Internet firewalls, or, to be more accurate, three
types plus a hybrid. The details of these different types are not discussed
here because they are very well covered in the literature.[1, 3, 4, 5] 
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Packet Filtering 
One kind of firewall is a packet filtering firewall. Filtering firewalls
screen packets based on addresses and packet options. They operate at
the IP packet level and make security decisions (really, “to forward, or
not to forward this packet, that is the question”) based on the headers of
the packets. 

The filtering firewall has three subtypes: 

• Static Filtering, the kind of filtering most routers implement—filter
rules that must be manually changed 

• Dynamic Filtering, in which an outside process changes the filtering
rules dynamically, based on router-observed events (for example, one
might allow FTP packets in from the outside, if someone on the
inside requested an FTP session) 

• Stateful Inspection, a technology that is similar to dynamic filtering,
with the addition of more granular examination of data contained in
the IP packet 

Dynamic and stateful filtering firewalls keep a dynamic state table to
make changes to the filtering rules based on events. 

Circuit Gateways 
Circuit gateways operate at the network transport layer. Again, connec-
tions are authorized based on addresses. Like filtering gateways, they
(usually) cannot look at data traffic flowing between one network and
another, but they do prevent direct connections between one network
and another. 

Application Gateways 
Application gateways or proxy-based firewalls operate at the applica-
tion level and can examine information at the application data level.
(We can think of this as the contents of the packets, though strictly
speaking proxies do not operate with packets.) They can make their de-
cisions based on application data, such as commands passed to FTP, or
a URL passed to HTTP. It has been said that application gateways
“break the client/server model.” 

Hybrid firewalls, as the name implies, use elements of more than one
type of firewall. Hybrid firewalls are not new. The first commercial fire-
wall, DEC SEAL, was a hybrid, using proxies on a bastion host (a
fortified machine, labeled “Gatekeeper” in Figure 1), and packet filter-
ing on the gateway machine (“Gate”). Hybrid systems are often created
to quickly add new services to an existing firewall. One might add a cir-
cuit gateway or packet filtering to an application gateway firewall,
because it requires new proxy code to be written for each new service
provided. Or one might add strong user authentication to a stateful
packet filter by adding proxies for the service or services.
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No matter what the base technology, a firewall still basically acts as a
controlled gateway between two or more networks through which all
traffic must pass. A firewall enforces a security policy and it keeps an au-
dit trail. 

What a Firewall Can Do 
A firewall intercepts and controls traffic between networks with differ-
ing levels of trust. It is part of the network perimeter defense of an
organization and should enforce a network security policy. By
Cheswick’s and Bellovin’s definition, it provides an audit trail. A fire-
wall is a good place to support strong user authentication as well as
private or confidential communications between firewalls. As pointed
out by Chapman and Zwicky[2], firewalls are an excellent place to focus
security decisions and to enforce a network security policy. They are
able to efficiently log internetwork activity, and limit the exposure of an
organization. 

The exposure to attack is called the “zone of risk.” If an organization is
connected to the Internet without a firewall (Figure 2), every host on the
private network can directly access any resource on the Internet. Or to
put it as a security officer might, every host on the Internet can attack
every host on the private network. Reducing the zone of risk is better.
An internetwork firewall allows us to limit the zone of risk. As we see in
Figure 3, the zone of risk becomes the firewall system itself. Now every
host on the Internet can attack the firewall. With this situation, we take
Mark Twain’s advice to “Put all your eggs in one basket—and watch
that basket.” 

Figure 2: Zone of Risk
for an Unprotected

Private Network

Figure 3: Zone of Risk
with a Firewall

Internet Private Network

Internet

Firewall

Private Network
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What a Firewall Cannot Do 
Firewalls are terrible at reading people’s minds or detecting packets of
data with “bad intent.” They often cannot protect against an insider at-
tack (though might log network activity, if an insider uses the Internet
gateway in his crime). Firewalls also cannot protect connections that do
not go through the firewall. In other words, if someone connects to the
Internet through a desktop modem and telephone, all bets are off. Fire-
walls provide little protection from previously unknown attacks, and
typically provide poor protection against computer viruses.

Firewalls Today: Additions 
The first add-on to Internet firewalls was strong user authentication. If
your security policy allows access to the private network from an out-
side network, such as the Internet, some kind of user authentication
mechanism is required. User authentication simply means “to establish
the validity of a claimed identity.” A username and password provides
user authentication, but not strong user authentication. On a nonpri-
vate connection, such as an unencrypted connection over the Internet, a
username and password can be copied and replayed. Strong user au-
thentication uses cryptographic means, such as certificates, or uniquely
keyed cryptographic calculators. These certificates prevent “replay at-
tacks”—where, for example, a username and password are captured
and “replayed” to gain access. Because of where it sits—on both the
“trusted” and “untrusted” networks—and because of its function as a
controlled gateway, a firewall is a logical place to put this service. 

The next add-on to Internet firewalls was firewall-to-firewall encryp-
tion, first introduced on the ANS InterLock Firewall. Today, such an
encrypted connection is known as a Virtual Private Network, or VPN. It
is “private” through the use of cryptography. It is “virtually” private be-
cause the private communication flows over a public network—the
Internet, for example. Although VPNs were available before firewalls
via encrypting modems and routers, they came into common use run-
ning on firewalls. Today, most people expect a firewall vendor to offer a
VPN option. Firewalls act as the endpoint for VPNs between the enter-
prise and mobile users or telecommuters, keeping communication
confidential from notebook PC, home desktop, or remote office. 

In the past two years, it has become popular for firewalls to also act as
content screening devices. Some additions to firewalls in this area in-
clude virus scanning, URL screening, and key word scanners (also
known in U.S. government circles as “guards”). If the security policy of
your organization mandates screening for computer viruses—and it
should—it makes sense to put such screening at a controlled entry point
for computer files, such as the firewall. In fact, standards exist for plug-
ging antivirus software into the data flow of the firewall, to intercept
and analyze data files. Likewise, URL screening—firewall controlled ac-
cess to the World Wide Web—and content screening of files and
messages seem like logical additions to a firewall. After all, the data is
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flowing through the fingers of the firewall system, so why not examine it
and allow the firewall to enforce the security policies of the organiza-
tion? The downside to this scenario is performance. Also virus scanning
must ultimately be performed on each desktop because data may come
in to the desktops from paths other than through the firewall—for in-
stance, the floppy. 

Recently, some firewall and router vendors have been making the case
for a relatively new firewall add-on called “flow control” to deliver
Quality of Service (QoS). QoS, for example, can limit the amount of net-
work bandwidth any one user can take up, or limit how much of the
network capacity can be used for specific services (such as FTP or the
Web). Once again, because the firewall is the gateway, it is the logical
place to put a QoS arbitrating mechanism. 

Firewalls Tomorrow 
In 1997, The Meta Group, and others, predicted that firewalls would be
the center of network and internetwork security[7]. After all, firewalls
were the first big security item, the first successful Internet security prod-
uct, and the most visible security device. They quickly became a “must
have”—this is good—and a “good enough”—this is not good because
firewalls alone are not sufficient. Firewalls became synonymous with se-
curity, as mentioned above. The firewall console becoming the network
security console seemed natural at that time. But this scenario has not
happened, nor will it happen. The reason? The firewall is just another
mechanism used to enforce a security policy. This specific enforcement
device will not be the policy management device.

As organizations broaden the base of measures and countermeasures
used to implement a comprehensive network and computer security pol-
icy, firewalls will need to communicate with and interact with other
devices. Intrusion detection devices—running on or separate from the
firewall—must be able to reconfigure the firewall to meet a new per-
ceived threat (just as dynamic filtering firewalls today “reconfigure”
themselves to meet the needs of a user). 

Firewalls will have to be able to communicate with network security
control systems, reporting conditions and events, allowing the control
system to reconfigure sensors and response systems. A firewall could sig-
nal an intrusion detection system to adjust its sensitivity, as the firewall
is about to allow an authenticated connection from outside the security
perimeter. A central monitoring station could watch all this, make
changes, react to alarms and other notifications, and make sure that all
antivirus software and other content screening devices were functioning
and “up to rev.” Some products have started down this path already.
The Intrusion Detection System (IDS) and firewall reconfiguration of
network routers based on perceived threat is a reality today. Also, fire-
wall-resident IDS and help-desk software enable another vendor’s
system to expand from a prevention mechanism into detecting and re-
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sponding. The evolution continues and firewalls are changing rapidly to
address the next 100 (Internet) years. 

In June 1994, the author wrote[5], “Firewalls are a stopgap measure—
needed because many services are developed that operate either with
poor security or no security at all.” This statement is erroneous. Fire-
walls are not a stopgap measure. Firewalls play an important part in a
multilevel, multilayer security strategy. Internet security firewalls will not
go away, because the problem firewalls address—access control and ar-
bitration of connections in light of a network security policy—will not
go away. 

As use of the Internet and internetworked computers continues to grow,
the use of Internet firewalls will grow. They will no longer be the only
security mechanism, but will cooperate with others on the network.
Firewalls will morph—as they have—from what we recognize today,
just as walls of brick and mortar were eventually replaced by barbed
wire, motion sensors, and video cameras—and brick and mortar. But
Internet firewalls will continue to be a required part of the methods and
mechanisms used to enforce a corporate security policy. 
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 Was the Melissa Virus So Different?
by Barbara Y. Fraser, Lawrence R. Rogers, and Linda H. Pesante, 
Software Engineering Institute, Carnegie Mellon University 

as the recent electronic mail-based Melissa virus so different
from similar events in our noncyberspace lives that it merits
special behavior? We don’t think so. But recent events raise

some interesting questions about where to draw the line in our concern
about the safety of our mailbox contents. 

We regularly receive samples in the mail and don’t give them much
thought. They run the gamut from laundry detergents to shampoos to
cereals to pain relievers. How often do we rip open that sample box of
sugar-coated cereal and chomp down a few handfuls as a snack? Do we
question whether the labeling accurately reflects the contents of the
package? And what about the shampoo samples in those convenient lit-
tle bottles, just the right size for tossing into our travel bag for the next
trip. We use the shampoo with no thought that it might really be hair
dye that would turn our hair purple or green. Then there are the sample
medications and herbal remedies. Do we use the sample, assuming that
it is exactly what it seems to be, without verifying it in some way? 

For many of us, these examples represent common behavior today.
When we open the samples we find in our mailbox, we don’t question
whether someone intent on harming us has sent a product that appears
to be something we would use and that seems to come from a trusted
source. Rarely, if ever, would we call manufacturers and ask whether
they had really sent the sample. 

How different is this from our approach to the contents of our elec-
tronic mailbox? We urge people never to click on an attachment before
verifying its contents—or at least not until they’ve verified that it came
from the stated sender. Surely we must make these recommendations be-
cause of malicious code in electronic mail messages. But we may be
asking people to behave differently in cyberspace than they typically do
in their noncyberspace life. 

What are we to do then? Responsible cyberspace behavior says to trust
nothing and verify everything as completely as possible. This scenario
would mean that attachments added to an electronic mail messages
must be analyzed before being used. To be the most effective, analyzers
must be kept up-to-date with the latest information. Even then, rapidly
spreading viruses like Melissa can slip under our “radar” for a while.
Tools that support authentication and integrity are another building
block we should use to gain trust in information that we should other-
wise consider untrustworthy. 

W
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In our noncomputer lives, how do we know that the medication sample
that came in the mail actually came from the attributed vendor? How
do we know that the sample was not changed after it left the manufac-
turing point? The best we can to is to call the manufacturer and
exchange some information about the sample: product numbers, pack-
aging color, descriptions of the sample, and so on. Still, we cannot be
completely sure that the product is what the packing says it is. Similarly,
how do we know that the electronic mail attachment actually came
from the stated sender or that it was not changed in transit? 

Here cyberspace has the edge over noncyberspace. Technologies are
available that help us to verify the mail sender (authentication) and the
validity of the message (integrity). Alas, none of the available technolo-
gies are multivendor, interoperable, or approved or endorsed by the
Internet’s standardization body. These technologies are an improve-
ment over their noncyberspace counterparts, but they are not yet mature
enough or widespread enough to be as effective as they ultimately will
become. Unfortunately, we need that maturity now.

Returning to our original question: Was the Melissa virus so different?
Our answer is no, it was not so different from the comparable free sam-
ples we receive in our noncyberspace lives. Unfortunately, those lives are
fraught with the same kind of problems, yet we accept those risks with
little concern for our well-being. The real answer is that both our cyber-
space and noncyberspace lives need to change to reflect the challenges of
our modern world. 

About Melissa
The CERT CC began receiving reports of a new virus on Friday, March 26, 1999. The
macro virus is activated when a user opens an infected document in Microsoft Word 97
or Word 2000 with macros enabled. The virus is then quickly spread by sending an in-
fected document to the first 50 addresses in the victim’s Microsoft Outlook address
book. It also infects the Normal.dot template file, a situation which in turn causes
other Word documents created using this template to be infected with the virus. If these
newly infected documents are opened by a second user, the document, including the vi-
rus, will propogate, sending the docuemnt to 50 addresses in the second user’s address
book. The CERT CC handled over 300 reported incidents involving Melissa, affecting
over 100,000 computers. This estimate is very convervative because it counts only those
who contaced the CERT CC. It is believed that millions of host computers were infected.
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Book Review
OPSF OSPF: Anatomy of an Internet Routing Protocol, John T. Moy, 

Addison Wesley Longman, ISBN 0-201-63472-4, 1998.
http://www.awl.com/cseng/titles/0-201-63472-4 

Audience
John Moy takes the somewhat difficult topic of Internet routing and pre-
sents an understandable and engaging tour of specific parts of routing
and how this one instance interrelates with other parts of Internet rout-
ing. This book is not for the routing novice, although the first couple of
chapters provide a quick overview and history of routing and one view-
point on the distinctions between two architectural choices in routing
protocol design, Distance Vector and Link State. This book is really tar-
geted for people that have a basic understanding of what routing is and
would like to gain an understanding of this particular tool in the Inter-
net routing “toolbox.” 

Organization
The second section goes into great detail on one implementation of the
Link State architecture, Open Shortest Path First Protocol (OSPF).
There is a companion volume which contains OSPF specific details and
includes source code for building an OSPF service on FreeBSD systems.
He covers some background in the design phases of OPSF, delineating
why certain choices were made in the evolution of OSPF as we know it
today and then starts into what I think of as the heart of the book, an
understandable, brief discussion of OSPF design with packet formats. In
this section of the book, the author takes a textbook approach and
closes each chapter with a series of exercises which test understanding of
the principles covered in each chapter. At the end of the section, the
FAQ answers a number of questions which operators that are consider-
ing OSPF will ask. 

The book then changes focus and examines the basics of routing in the
context of multicast aware infrastructure. This is an area that is still very
dynamic and several of the presumptions that John makes in this sec-
tion may not be as relevant in today’s networking environment.
However, he does demonstrate the ability of OSPF to support new fea-
tures, in this case the variant called Multicast OSPF or MOSPF. A
discussion of the integration of MOSPF into OSPF networks as well as
MOSPF in Distance Vector Multicast Routing Protocol (DVMRP) net-
works points out how different routing protocols can work together.
DVMRP forms the central core of the Multicast Backbone or Mbone.
Both DVMRP and MOSPF lack policy features that many operators de-
mand and so this section remains more of academic interest in
understanding how multicast can work. 



T h e  I n t e r n e t  P r o t o c o l  J o u r n a l
3 7

The fourth section covers configuration and management of OSPF in
real networks. Of specific interest to me is the discussion on how OSPF
can take advantage of authentication features to ensure the integrity of
the routing protocol and the data it sends. Others may find that a dis-
cussion of tools for troubleshooting more interesting. A fair amount of
the discussion in this section deals with the use of Simple Network Man-
agement Protocol (SNMP) as the tool for managing and configuring
OSPF. Its not clear to me that operators of parts of the Internet are com-
fortable with this approach since SNMP has known vulnerabilities. Such
techniques are useful for monitoring OPSF activities and may be used in
private networks with a higher comfort level.

Protocol Review 
The book closes with a review of popular routing protocols, both cur-
rent and historic for unicast and multicast environments. John covers
some basic ideas on protocol interactions when systems run more than
one but does not cover the interactions between multicast and unicast
protocols. 

—Bill Manning, USC-ISI
manning@isi.edu

_____________________________

Would You Like to Review a Book for IPJ?
We receive numerous books on computer networking from all the ma-
jor publishers. If you’ve got a specific book you are interested in
reviewing, please contact us and we will make sure a copy is mailed to
you. The book is yours to keep if you send us a review. We accept re-
views of new titles, as well as some of the “networking classics.”
Contact us at ipj@cisco.com for more information.
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Call for Papers
The Internet Protocol Journal (IPJ) is published quarterly by Cisco
Systems. The journal is not intended to promote any specific products
or services, but rather is intended to serve as an informational and
educational resource for engineering professionals involved in the
design, development, and operation of public and private internets and
intranets. The journal carries tutorial articles (“What is…?”), as well as
implementation/operation articles (“How to…”). It provides readers
with technology and standardization updates for all levels of the
protocol stack and serves as a forum for discussion of all aspects of
internetworking.

Topics include, but are not limited to:

• Access and infrastructure technologies such as: ISDN, Gigabit Ether-
net, SONET, ATM, xDSL, cable fiber optics, satellite, wireless, and
dial systems

• Transport and interconnection functions such as: switching, routing,
tunneling, protocol transition, multicast, and performance

• Network management, administration, and security issues, including:
authentication, privacy, encryption, monitoring, firewalls, trouble-
shooting, and mapping

• Value-added systems and services such as: Virtual Private Networks,
resource location, caching, client/server systems, distributed systems,
network computing, and Quality of Service

• Application and end-user issues such as: e-mail, Web authoring,
server technologies and systems, electronic commerce, and appli-
cation management

• Legal, policy, and regulatory topics such as: copyright, content
control, content liability, settlement charges, “modem tax,” and
trademark disputes in the context of internetworking

In addition to feature-length articles, IPJ will contain standardization
updates, overviews of leading and bleeding-edge technologies, book
reviews, announcements, opinion columns, and letters to the Editor.

Cisco will pay a stipend of US$1000 for published, feature-length
articles. Author guidelines are available from Ole Jacobsen, the Editor
and Publisher of IPJ, reachable via e-mail at ole@cisco.com
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Fragments
ICANN Update
As mentioned in previous issues of IPJ, the Internet Corporation for As-
signed Names and Numbers (ICANN) began operation in early
November 1998. Recently, ICANN announced that five companies have
been selected to participate in the initial testbed phase of the new com-
petitive Shared Registry System. These five participants will be the first to
implement the new system for competition in the market for .com, .net,
and .org domain name registration services. Currently, registration ser-
vices for these domains are provided by Network Solutions, Inc. (NSI),
which has enjoyed an exclusive right to handle registrations under a
1993 Cooperative Agreement with the U.S. Government. The five regis-
trars participating in the testbed are, in alphabetical order: America
Online, CORE (Internet Council of Registrars), France Telecom/Oléane,
Melbourne IT, and register.com.

Under the Cooperative Agreement between NSI and the U.S. Govern-
ment, the competitive registrar testbed program began on April 26 and
will last until June 24, 1999 (Phase I). Following the conclusion of Phase
I, the Shared Registry System for the .com, .net, and .org domains will
be opened on equal terms to all accredited registrars, meaning that any
company that meets ICANN’s standards for accreditation will be able to
enter the market as a registrar and offer customers competitive domain
name registration services in these domains. 

Meanwhile, ICANN continues to work on the formation of several sup-
porting organizations, namely the Domain Name Supporting
Organization (DNSO), the Address Supporting Organization (ASO),
and the Protocol Supporting Organization (PSO). More information is
available at: www.icann.org 

IETF and Related links
The Internet Engineering Task Force (IETF) is responsible for the devel-
opment of standards for Internet technology. Membership to the IETF is
open and you can participate in person or subscribe to the IETF mailing
list. The IETF meets three times per year. For a list of future meetings
and other IETF information see: http://www.ietf.org

SIGCOMM

If you want to learn about the latest developments on the research side
of networking you should check out SIGCOMM, the Association for
Computing Machinery’s Special Interest Group on Communications.
You can find out more about the group and their annual conference at: 
http://www.acm.org/sigcomm/sigcomm99 

Send us your comments! 
We look forward to hearing your comments and suggestions regarding
anything you read in this publication. Send us e-mail at: ipj@cisco.com

  

This publication is distributed on an “as-is”
basis, without warranty of any kind either
express or implied, including but not limited
to the implied warranties of merchantability,
fitness for a particular purpose, or non-
infringement. This publication could contain
technical inaccuracies or typographical
errors. Later issues may modify or update
information provided in this issue. Neither
the publisher nor any contributor shall have
any liability to any person for any loss or
damage caused directly or indirectly by the
information contained herein.



The Internet Protocol Journal
Ole J. Jacobsen, Editor and Publisher

Editorial Advisory Board
Dr. Vint Cerf, Sr. VP, Internet Architecture and Engineering
MCI WorldCom, USA

David Farber 
The Alfred Fitler Moore Professor of Telecommunication Systems 
University of Pennsylvania, USA

Edward R. Kozel, Sr. VP, Corporate Development 
Cisco Systems, Inc., USA

Peter Löthberg, Network Architect
Stupi AB, Sweden

Dr. Jun Murai, Professor, WIDE Project 
Keio University, Japan

Dr. Deepinder Sidhu, Professor, Computer Science & 
Electrical Engineering, University of Maryland, Baltimore County 
Director, Maryland Center for Telecommunications Research, USA

Pindar Wong, Chairman and President
VeriFi Limited, Hong Kong

The Internet Protocol Journal is 
published quarterly by the Cisco News 
Publications Group, Cisco Systems, Inc.
www.cisco.com
Tel: +1 408 526-4000
E-mail: ipj@cisco.com

Cisco, Cisco Systems, and the Cisco 
Systems logo are registered 
trademarks of Cisco Systems, Inc. in 
the USA and certain other countries. 
All other trademarks mentioned in this 
document are the property of their 
respective owners.

Copyright © 1999 Cisco Systems Inc.
All rights reserved. Printed in the USA.

The Internet Protocol Journal, Cisco Systems
170 West Tasman Drive, M/S SJ-10/5
San Jose, CA 95134-1706
USA

ADDRESS SERVICE REQUESTED

Bulk Rate Mail
U.S. Postage

PAID
Cisco Systems, Inc.


