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F r o m  T h e  E d i t o r

“A major design feature of the Internet Protocol (IP) is its ability to 
run over a variety of underlying network technologies. If you look 
through the Request For Comments (RFC) document series, you will 
find numerous specifications of the form “IP over xxx,” where “xxx” 
is anything from Ethernet to X.25, Frame Relay, Bluetooth, WiFi, 
and even “Avian Carriers” (pigeons), the latter being one of the more 
famous April Fools RFCs. Because each of these technologies has 
different capabilities in terms of how much data can be carried in a 
“packet” or datagram, IP employs the concept of fragmentation and 
reassembly in cases where the originating datagram is larger than 
what the underlying network medium can support.”

That paragraph is a quote from our June 2016 issue (Volume 19, 
No. 2) in which Geoff Huston described various aspects of IPv4 and 
IPv6 fragmentation. In this issue he explains how the Transmission 
Control Protocol (TCP) and its concept of a Maximum Segment Size 
(MSS) might interact with IP fragmentation even if this interaction 
is technically a “layer violation.” His article presents measurement 
data on TCP MSS handshakes recorded by APNIC in August 2019.

The Internet has its origins in the Advanced Research Projects Agency 
Network (ARPANET), which began operation just over 50 years 
ago, in October 1969, with only two nodes. We asked Vint Cerf, one 
of the “Fathers of the Internet,” to reflect on this milestone.

As always, we welcome your feedback and suggestions on anything 
you read in this journal. Letters to the Editor may be edited for clar-
ity and length and can be sent to ipj@protocoljournal.org. Please 
make sure your subscription details are accurate. In this issue you 
will also find a summary of our Privacy Policy.

—Ole J. Jacobsen, Editor and Publisher 
ole@protocoljournal.org

http://www.cisco.com/ipj
https://ipj.dreamhosters.com/wp-content/uploads/issues/2016/ipj19-2.pdf
https://ipj.dreamhosters.com/wp-content/uploads/issues/2016/ipj19-2.pdf
mailto:ipj%40protocoljournal.org?subject=
mailto:ole%40protocoljournal.org%20?subject=
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MSS Values of TCP
by Geoff Huston, APNIC

T he Transmission Control Protocol (TCP) Maximum Segment 
Size (MSS) has been under some examination in recent  
months because an operating system vulnerability related to  

the Linux implementation of TCP occurred; it is described in  
CVE-2019-11477, 11478, and 11479[1]. One of the effective work- 
arounds to avoid this problem is to block all TCP connection attempts 
that use a MSS value of 500 or lower. 

What is the impact of such a TCP filter policy? What is being used 
as MSS values? How will a drop filter of TCP sessions with an MSS 
value of 500 or lower affect the Internet user base? In the Asia-Pacific 
Network Information Centre (APNIC) measurement platform we 
have assembled a large collection of recorded TCP handshakes, each 
of which contains a record of the TCP MSS exchange. Let’s look at 
the MSS settings.

The TCP MSS Parameter
The MSS parameter is a part of the Options field in the TCP initial 
handshake that specifies the largest amount of data that a TCP 
speaker can receive in a single TCP segment[2]. The MSS relates to 
the TCP input buffer size within the implementation as packets are 
passed from the IP module to the TCP module. Each direction of 
TCP traffic uses its own MSS value, as this value is receiver-specified. 
The two ends don’t have to agree on a common value because it acts 
as a constraint on the sender to send TCP segments no larger than 
this MSS value. But of course smaller TCP segments can always be 
sent. This MSS value can vary between the forward and reverse direc-
tions of a TCP data flow.  

The MSS value does not count the TCP header or the IP header. 
The received IP datagram containing a TCP segment may be self- 
contained within a single packet, or it may be reconstructed from 
several fragmented pieces. 

Because IP packet fragmentation is an IP-level issue, TCP should not 
directly concern itself with IP fragmentation in any case. In theory. In 
practice, a judicious setting of TCP MSS sizes that attempts to avoid 
sending TCP packets that incur IP-level packet fragmentation should 
be avoided!

Conventionally, the platform rather than the application sets the 
MSS value for a connection and the setting is applied to all TCP 
connections. But many operating system platforms provide a hook 
in the connection Application Programming Interface (API) for an 
application to specify the MSS value for a connection (such as the 
TCP_MAXSEG socket option).
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What Is a “Good” MSS Value?
Getting the MSS value “just right” is important. While in theory 
the IP and TCP layers are largely independent, the practical reality 
is quite the opposite. Too high a value can lead to inefficient and 
even wedged TCP sessions due to issues with mishandling of IP 
fragmentation. The problem is that the sender may perform TCP 
segmentation by using the received MSS value as its guide and the 
resultant TCP packet is then far larger than the outgoing IP interface 
Maximum Transmission Unit (MTU) size, entailing the sender to 
perform IP-level fragmentation on the TCP packet. 

It’s also worth remembering that many of the TCP congestion control 
protocols use a rate acceleration based on an increase in the send-
ing rate of 1 MSS of data per round-trip-time interval. Larger MSS 
values imply a faster rate of acceleration in such protocols, while 
smaller MSS values will lead to inefficiencies and may stall the sender, 
potentially leading to some congestion issues within the sender. The 
IPv4 packet contains a 16-bit packet identification number, imply-
ing that in order to avoid fragmentation reassembly issues not more  
than 65,536 IP packets should be in flight at any point in time.

Therefore, the combination of very small MSS values, long-held TCP 
sessions, and long-delay bandwidth network paths is certainly inef-
ficient, but it should not necessarily represent any form of attack 
vector if the implementation of TCP is suitably robust. The recent 
security notices point to some platform vulnerabilities within the 
sender that are exposed by low MSS values.

What guidance is there in the RFCs on setting the TCP MSS value?

RFC 791[3] provides IP MTU guidance, stating that:

"All hosts must be prepared to accept datagrams of 
up to 576 octets (whether they arrive whole or in 
fragments). It is recommended that hosts only send 
datagrams larger than 576 octets if they have assur-
ance that the destination is prepared to accept the 
larger datagrams." 

Given that IP has no explicit MTU signalling capability, this explicit 
recommendation of obtaining assurance of the receiver’s prepared-
ness to accept larger IP datagrams presumably refers to the TCP MSS 
value.

RFC 879[4] provided quite explicit guidance about the TCP MSS 
value: 

"THE TCP MAXIMUM SEGMENT SIZE IS THE IP MAXIMUM DATAGRAM 
SIZE MINUS FORTY. The default IP Maximum Datagram Size 
is 576. The default TCP Maximum Segment Size is 536."
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These documents were written prior to the specification of IPv6 of 
course, and in RFC 2460[5] the following guidance was given for IPv6: 

"When using TCP over IPv6, the MSS must be computed as 
the maximum packet size minus 60 octets." 

It also states that:

"IPv6 requires that every link in the internet have an 
MTU of 1280 octets or greater." 

Taken together, RFC 2460 asserts that for TCP over IPv6 the MSS 
value would be expected to be 1,220 or greater.

These days the now-ancient Ethernet packet-framing specification 
still dominates the networking environment (although the old thick 
yellow coaxial cables and even the Carrier Sense Multiple Access/
Collision Detection [CSMA/CD] 10-Mbps common bus protocol 
were both consigned to the networking section of silicon heaven 
years ago!). Thus the most common IP packet MTU is 1,500 octets. 

Further clarification was provided in RFC 6691[6], “TCP Options 
and Maximum Segment Size,” (published in July 2012):

"When calculating the value to put in the TCP MSS option, 
the MTU value SHOULD be decreased by only the size of 
the fixed IP and TCP headers and SHOULD NOT be decreased 
to account for any possible IP or TCP options; con-
versely, the sender MUST reduce the TCP data length to 
account for any IP or TCP options that it is including 
in the packets that it sends.  […] the goal is to avoid 
IP-level fragmentation of TCP packets."

That information implies that the most common anticipated TCP 
MSS values would correspond to a 1,500-octet MTU in both IPv4 
and IPv6, further implying that we should see a MSS value of 1,460 
in IPv4 and 1,440 in IPv6.

How well does practice line up with the theory?

Measuring TCP MSS Values
We looked at the MSS sizes in the HTTP(S) sessions offered by clients 
who connected to servers with our measurement as part of our large 
measurement program into IPv6 deployment. We collected all TCP 
handshakes that occurred in August 2019 and recorded the MSS val-
ues from the SYN packets received from the client systems.

We saw some 3B TCP sessions over this period, and after we removed 
the duplicate entries for multiple TCP sessions from the same end-
point within a similar timeframe with a common MSS value, we were 
left with some 551M unique TCP sessions.

MSS Values continued
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Surprisingly enough, 202 endpoints offered an MSS value of 0, and 
284 endpoints offered a value of 1. To put this data into perspective, 
this count of 486 endpoints represents 0.0001% (slightly less than  
1 per million) of all observed TCP sessions. Small MSS values exist, 
but they are very much a rarity in the larger population of the Inter-
net. A total of 20,488 sessions were opened with MSS values of 500 
or lower (0.004%). 

At the other end of the range of observed MSS values, three sessions 
used a value of 65,516 (the IPv4 maximum MTU minus 40). If we 
categorise any MSS value greater than 1,460 as some form of jumbo 
MSS, then we observed that 68,278 sessions used jumbo MSS values, 
or 0.012% of all TCP sessions.

As a side note, the network industry has never reached a clear agree-
ment on exactly what a jumbo frame size should be. A value of 9,216 
octets has been commonly quoted, as has the Internet2-defined 
value of 9,000 octets. The lack of agreement within the Institute 
of Electrical and Electronics Engineers (IEEE) on a single defini-
tion of a jumbo frame is not entirely unique, as many media-level 
protocols have used what could only be described in retrospect as 
idiosyncratic maximum MTU values. IEEE 802.5 Token Ring used 
an MTU of up to 4,464 octets, Fiber Distributed Data Interface 
(FDDI) used 4,532 octets, and IEEE 802.11 used 7,935 octets.  
Perhaps this diversity in media-based MTU values is not all that 
surprising, and what is perhaps more surprising is a current rough 
consensus of a commonly assumed MTU of 1,500 octets in the 
Internet, irrespective of the underlying media capabilities.

Table 1 shows the most common observed MSS values.

Table 1: Most Common MSS Values

Rank MSS Ratio Rank MSS Ratio

1 1,460 17.6% 14 1,390 0.8%

2 1,400 16.4% 15 1,358 0.7%

3 1,370 11.3% 16 1,368 0.6%

4 1,452 8.7% 17 1,388 0.6%

5 1,440 8.3% 18 1,350 0.5%

6 1,360 6.9% 19 1,394 0.4%

7 1,412 5.1% 20 1,312 0.4%

8 1,300 4.3% 21 1,220 0.4%

9 1,380 3.7% 22 1,362 0.3%

10 1,420 3.5% 23 1,240 0.3%

11 1,432 1.8% 24 1,414 0.3%

12 1,410 1.3% 25 1,344 0.3%

13 1,340 1.3%
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The 1,460 value appears to correlate with a 1,500-octet MTU and a 
40-octet IPv4 and TCP packet header. If the MSS value is calculated 
from the interface MTU size less the size of the IP and TCP headers, 
then we would expect the IPv6 MSS sizes to be 20 bytes less than the 
IPv4 MSS sizes.

We can separate the TCP MSS values used in IPv4 and IPv6, as shown 
in Table 2.

Table 2: Most Common MSS Values in IPv4 and IPv6

IPv4 IPv6

Rank MSS Ratio MSS Ratio

1 1,460 17.6% 1,370 28.1%

2 1,400 16.4% 1,440 20.5%

3 1,370 11.3% 1,432 7.8%

4 1,452 8.7% 1,300 6.2%

5 1,440 8.3% 1,400 5.2%

6 1,360 6.9% 1,380 4.7%

7 1,412 5.1% 1,340 4.2%

8 1,300 4.3% 1,412 2.9%

9 1,380 3.7% 1,368 2.9%

10 1,420 3.5% 1,358 2.8%

11 1,432 1.8% 1,390 2.5%

12 1,410 1.3% 1,420 2.2%

13 1,340 1.3% 1,220 1.6%

14 1,390 0.8% 1,312 1.6%

15 1,358 0.7% 1,350 1.4%

16 1,368 0.6% 1,362 1.2%

17 1,388 0.6% 1,360 0.8%

18 1,350 0.5% 1,426 0.5%

19 1,394 0.4% 1,428 0.5%

20 1,312 0.4% 1,240 0.4%

21 1,220 0.4% 1,394 0.3%

22 1,362 0.3% 1,404 0.2%

23 1,240 0.3% 1,200 0.2%

24 1,414 0.3% 1,140 0.2%

25 1,344 0.3% 1,330 0.1%

MSS Values continued
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The 1,370 value in IPv6 is somewhat unusual, as it corresponds to 
a MTU of 1,430 octets. It appears to be a common situation to use 
a 1,430-octet MTU in hosts, presumably as such a value (and any 
MTU value less than 1,460 octets) would minimise both the risks 
of IP fragmentation and path MTU issues that may arise from path  
element encapsulation that could be encountered when using IPv6.

If one takes the 1,460 MSS value in IPv4 and the 1,440 MSS value in 
IPv6 as an indicator of an underlying 1,500 MTU size, then relatively 
more endpoints are using a 1,500 MTU in IPv6 than in IPv4. (17.6% 
in IPv4 vs 20.5% in IPv6). In IPv6 there is a stronger consensus to 
use a single, smaller MSS value of 1,370 (28.1%) than there is in 
IPv4, where there is significant use of both 1,400 (16.4%) and 1,370 
(11.3%) as MSS values.

The range of observed MSS values between 1,300 and 1,440 in 
both IPv4 and IPv6 points to the existence of a common action of 
constraining the IP MTU size in order to circumvent the possibility 
of IP fragmentation in both IPv4 and IPv6. I described the prob-
lem in 2009 in “A Tale of Two Protocols: IPv4, IPv6, MTUs and 
Fragmentation,”[7] and pointed out why a reduced MTU setting 
would be a reasonable response to this problem.

We also saw the MSS value of 536 in 38,359 cases, 38,245 of which 
were in IPv4 and 14 in IPv6, a value that appears to be derived from 
an assumed interface MTU of 576 octets and a 20-octet IPv4 packet 
header and 20-octet TCP header.

Oddly enough, the MSS value of 512 is more prevalent than that of 
536, observed in 319,612 cases in IPv4 and not observed at all in 
IPv6.

While there is no particular media type that uses an MTU of 1,280 
(which is the minimum unfragmented packet MTU size in IPv6), 
we had observed a minor clustering of MSS values at 1,220, with 
1,892,966 IPv6 samples using this MSS value. Oddly enough, there 
were 7,268,197 cases of a 1,300-byte MSS value in IPv6.

Figure 1 on the following page shows the overall distribution of 
observed IPv4 MSS sizes. 
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Figure 1: Cumulative Distribution 
of TCP MSS Values
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Incidence of Low MSS Values
Where might we see hosts with low (less than 500) MSS values? 

In IPv4 almost half of all such systems are located in Germany and 
the Netherlands. Adding the data from systems offering small MSS 
values from France, South Korea, Bangladesh, Indonesia, Pakistan, 
and Brazil to the set encompasses some 90% of all hosts with MSS 
values less than 500.  In the case of IPv6, more than half of the low 
MSS values are from hosts located in Germany, and 90% of all such 
hosts are located in Germany, Indonesia, the United States, Canada, 
Malaysia, and Brazil.

In terms of origin network in IPv4, the networks that contain the 
most hosts with observed low MSS values are operated by a large 
web-hosting enterprise. In IPv6 the majority of instances originate 
from a research centre in Germany. It may be that this high incidence 
of these very low MSS values in these networks could be due to some 
bug or operational misconfiguration in web-hosting equipment, or 
an unintentional configuration choice made by a client of this virtual 
system hosting service.

Incidence of High MSS Values
And where are hosts that use large TCP MSS values (values greater 
than 1,460)? 

In IPv4 the United States contains 21% of all such hosts, and the 
somewhat diverse collection of India, Russia, and Ireland also each 
host some 4 to 6% of the total count of such hosts. The picture alters 
with IPv6, with half of all such hosts located in Japan and a little 
under one-quarter located in the United States. 

MSS Values continued
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At the network level the Amazon Autonomous System Numbers 
(ASNs) were most commonly found to be hosting high MSS-valued 
TCP stacks in IPv4, while the Japanese Internet Service Providers 
(ISPs) KDDI and NTT’s OCN and Comcast in the United States were 
hosting high-valued MSS hosts in IPv6. 

It appears that while some form of hosting or cloud system generates 
a large MSS value in IPv4, some form of configuration of ISP server 
product might be the cause of this behaviour in IPv6.

Incidence of Adjusted MSS Values
We can make the supposition that an MSS value of between 1,260 
and 1,440 has been the result of a deliberate adjustment of the host 
MTU value in order to reduce the risk of packet fragmentation and 
path MTU black holes.

A path MTU black hole occurs when a server emits a packet that is 
too large for a network path element on the path to the receiver and, 
in the case of IPv4, either the Don’t Fragment bit of the packet is 
set or the packet is an IPv6 packet, and the return path to the server 
is blocking Internet Control Message Protocol (ICMP) messages for 
some reason.

At this point the connection will stall. The sender is waiting for either 
an ACK of the data sequence number in the dropped packet or an 
ICMP packet to indicate that that there is an MTU problem. The 
ACK will never arrive as the packet has been dropped and the ICMP 
message has been blocked within the network. 

The server will timeout and retransmit the large packet, to no effect. 
It may do so indefinitely unless some local overall session timeout is 
in effect, or TCP keepalives are in use.

The client has no outstanding data, so it will not retransmit and will 
just hang, waiting for a packet that will never arrive. TCP keepalives 
may identify this hung state and kill the hung TCP session.

We see these adjusted MSS values in those locations with a high IPv6 
deployment volume—including India, the United States, Japan, and 
Vietnam.

What Values Should Be Used for TCP MSS?
A decade ago, the best advice around was to use a down-adjusted 
MSS value such as 1,300, 1,380, or even 1,400. The reason was to 
avoid path MTU issues, particularly when using IPv6, and the reason 
why path MTU issues were encountered in IPv6 was the prevalent 
use of IPv6-in-IPv4 encapsulation tunnels in IP transit paths and the 
widespread practice of firewall filtering of ICMPv6 Packet Too Big 
messages.



The Internet Protocol Journal
10

I’m not sure that ICMP filtering has improved or worsened in the last 
decade, but what has improved markedly is the use of “native” IPv6 
transit paths in the Internet. 

While it was probably foolhardy to use a 1,500 MTU and a 1,440 
MSS with IPv6 a decade ago, it appears now to be not quite so fool-
hardy. Of course, not every tunnel has been removed and not every 
potential path MTU issue has been eliminated from the network, 
not every ICMPv6 filter has been removed, and not every fragment 
discard rule has been purged from firewalls, and they will probably 
never be completely purged. In relative terms the situation is better 
than it was a decade ago, and the expectation of encountering MTU-
related problems is far lower than it was when a MSS based on a 
1,500-octet MTU setting was used. 

But there are still outstanding issues here, and a more reliable service 
can be staged using a slightly reduced local MTU and MSS setting. If 
we used a 1,480-octet MTU and corresponding TCP MSS values of 
1,420 in IPv4 and 1,400 in IPv6, we could reasonably anticipate that 
the resultant TCP service would be adequately reliable.

As for the CVE mitigation advice to refuse a connection attempt when 
the remote-end MSS value is 500 or lower, I’d say that’s good advice. 
It seems that the low MSS values are the result of some form of mis-
configuration or error, and rather than attempting to mask over the 
error and persisting with an essentially broken TCP connection that 
is prone to generating a packet deluge, the best option is to just say 
“no” at the outset. If we all do that, then the misconfiguration will be 
quickly identified and fixed, rather than being silently masked over.
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Looking Back on 50 Years of the Internet Era
by Vint Cerf, Internet Pioneer

I t isn’t possible in a short essay to really cover 50 years of the 
evolution of the Internet. Books have been written on the subject. 
We have just celebrated the October 29, 1969, milestone that 

linked an XDS Sigma-7 computer at the University of California, 
Los Angeles (UCLA) to a time-shared SDS 940 computer at Stanford 
Research Institute (SRI). At that time, there were only two nodes  
of the planned Advanced Research Projects Agency Network 
(ARPANET)[0], but two more at University of California, Santa 
Barbara (UCSB) and at University of Utah, Salt Lake City were 
added by the end of the year. What I think is most interesting about 
the ARPANET part of the Internet saga is the trailblazing that project 
did in heterogeneous computer networking. It was among the first 
networks to use packet switching as the communications mechanism. 
Some historians might reasonably argue that the US Semi-Automated 
Ground Environment (SAGE) system developed in the 1950s and in 
operation until the 1980s and the US AUTODIN message switch- 
ing system also developed in the late 1950s and 1960s both repre-
sented then state-of-the-art, wide-area computer communications. 
These systems were closer in spirit to automated store-and-forward 
teletype/telegraph messaging services than to the subsequent packet 
switching of the ARPANET, the French Cyclades/Cigale experimen-
tal network, and the UK National Physical Laboratory local-area 
network.

The heterogeneous computers (called hosts) of the ARPANET were 
interconnected to each other through a subnet of identical Interface 
Message Processors (IMPs) that were, in turn, interconnected by ded-
icated 50 kbps telephone circuits.

Figure 1: The ARPANET in 
December 1969[4]

The ARPANET project launched a documentation series called 
Request for Comments (RFCs)[1] that continues to this day to docu-
ment the protocols of the Internet. 
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To coordinate the development of the host-to-host protocols and 
other applications, a Network Working Group (NWG) was estab-
lished. This concept influenced the creation of an International 
Network Working Group (INWG) that became Working Group 6.1 
of Technical Committee 6 of the International Federation of Infor-
mation Processing (IFIP) and also influenced the creation of the 
Internet Configuration Control Board that morphed into the Internet 
Architecture Board (IAB), which gave rise to the Internet Engineering 
and Research Taskforces (IETF and IRTF), all of which are still active 
today.

A spirit of open sharing and cooperation permeated the participants 
and organizations that were involved in the ARPANET project and 
that also influenced the early developers of the Internet and the World 
Wide Web—which emerged in the early 1990s as the most popular 
application of the system. Even in today’s competitive environment, 
we find the engineers of the Internet cooperating to deal with a pleth-
ora of malicious attacks against the infrastructure and applications 
of the Internet and to fashion new protocols to support a growing 
collection of applications.

As the protocol experiments and research unfolded on the ARPANET, 
the concept of protocol layering emerged and strongly influenced 
both the Internet design and the development of the Open Systems 
Interconnection (OSI) Model for computer networking. The layering 
concepts also influenced the basic Internet architecture in the form 
of encapsulation and decapsulation of Internet packets in the frames 
and packet payloads of lower-level protocols in the underlying 
networks of the Internet. Gateways received Internet packets in the 
payloads of lower layers, extracted them, decided where to route 
them, encapsulated them in the appropriate payloads of the next 
packet network, and sent them on their way. 

Electronic messaging, which had been developed in the course of  
implementing time-shared computer systems, was extended as net-
worked electronic mail in the early years of the ARPANET to work 
across the network among the cooperating hosts. A File Transfer 
Protocol (FTP)[2] and a remote-access telecommunications network 
(TELNET)[3] protocol were among the early applications of the 
ARPANET and were eventually translated into the Internet. 

A look back to the early years of the ARPANET shows that we owe 
much to those pioneering researchers and engineers who blazed trails 
into terra incognita for the rest of us to follow and extend. Even 
today, there is still an enormous frontier of unexplored conceptual 
space waiting to be discovered. As we collectively struggle to deal 
with emergent challenges of misinformation, disinformation, denial-
of-service attacks, and fragmentation of the Internet, I still remain 
hopeful that the utility of willing global collaboration will inform the 
Internet governance policies under consideration around the world 
and bend them towards positive and fruitful outcomes.
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Report, Volume 3, No. 10, October 1989. Archive avail-
able from The Charles Babbage Institute at the University of 
Minnesota: 

  http://www.cbi.umn.edu/hostedpublications/
Connexions/index.html
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Book Review

Confessions of a Crypto Millionaire Confessions of a Crypto Millionaire: My Unlikely Escape from 
Corporate America, by Dan Conway, Zealot Publishing, September 
2019, ISBN-13: 978-1733171700.

You probably have read your fill of business books. Author tries to 
make it big, leverages tons of his money and time, hires the wrong 
people, fires them, then goes it alone before striking it rich and 
motoring off into the sunset in some expensive car. Dan Conway’s 
Confessions of a Crypto Millionaire is not one of these books. Most 
business books offer just enough advice to fill a chapter, maybe two. 
Conway has a lot more to say about his obsession and investments 
in cryptocurrency, in particular Ethereum. Over a period of several 
years, he used his home mortgage equity loan and borrowed addi-
tional funds because he believed blockchain held the future model 
for decentralized corporations and the way that we will all work 
together. He ended up cashing out $14M ahead. It is his obsession 
that drives the book’s narrative, along with the crazy up-and-down 
valuation of Ether, where you can gain and lose millions in a matter 
of minutes.

What isn’t in this book is also notable: sordid tales of wretched excess 
of “tech-bros partying on yachts” or trashing expensive Vegas hotel 
suites.  Conway is a father of three, and still married to their mother.

Conway’s confessions make a refreshing tale about his fighting his 
demons, his addictions (alcohol and pills), his insecurities, and his 
almost always-on self-destructive alter-ego he calls his “Flip Side.” 
This side rears its ugly head during client presentations where he 
fumbles and fails and during periods of self-doubt when he tries to 
reassure himself his huge bet on Ether isn’t about to land him in the 
poor house.

“The book forced me to make sense of how my addictive personality 
played a part in my undoubtedly reckless crypto investments,” he 
told me via an e-mail interview. He is part visionary, buying Ether 
at a time and at a level few people had the courage, vision, or just 
dumb luck to do. “It took everything admirable and loathsome about 
me to make the plunge into Ether. The loathsome part includes my 
addictive personality. While betting everything was an extreme risk, 
all risk requires insight, courage, and maybe a little recklessness.” 
He hopes his story will get others to think about how they formulate 
their own risk taking.

Conway begins his story “working for the man,” doing marketing 
and public relations for large corporations, one of whom he calls 
Acme. He wasn’t a good fit as the organization man to be sure. And 
since his windfall with Ether, he is unlikely to return to corporate 
America “unless we suffer a financial catastrophe.” 
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He still believes that the decentralized blockchain can disrupt the 
traditional corporate power structure and has a lot of merit as an 
organizing principle. One example he cites is the MakeDAO, where 
ordinary folks can originate loans and handle other financial trans-
actions without any financial institutional limits. It could pay off; it 
could fall flat: that is the challenge of cryptocurrency.

One aspect of his book is dealing very honestly with two situations: 
first, with his addictions. “This undoubtedly played a part in my 
reckless crypto investments, and writing the book helped force me to 
make sense of it all.”

Second, the book also describes how his financial windfall changed 
his family dynamics and the relationships with his circle of friends. 
Even though Conway lived in Silicon Valley, he was very firmly 
rooted in the middle class before he made it big with Ether. He writes:

“Crypto was suddenly like an overexposed celebrity, and everyone 
was rooting for it to fail,“ but then realizes, “one of the bittersweet 
feelings about making a bunch of money is that you can’t bring your 
(less fortunate) friends with you.” That takes some adjustment, both 
for him and his family. Still, don’t be too sad: Now he takes long 
exotic vacations, buys his kids “name-brand clothes” instead of Sears 
knock-offs, and does car pool duty with a vengeance. “It’s absolutely 
nice to have the car-ride conversations rather than pinning all parent/
child bonding on the “how was your day?” question when everyone 
is exhausted.” True that.

Conway is committed to Ethereum because of its disruptive ability to 
change the way companies operate, the way companies get Venture 
Capital funding (the parts about the ICO shysters alone are worth 
reading), and the way the early pioneers—which Conway counts 
as himself—had to try to separate the criminals from the legit busi-
nesses. This book is well worth reading, even if your own exposure 
to bitcoin and other cryptocoins is minimal. 

—David Strom, david@strom.com

Ed.: This book review originally appeared in David Strom’s Web 
Informant, available at: https://blog.strom.com/wp/

See also: William Stallings, “A Blockchain Tutorial,” The Internet 
Protocol Journal, Volume 20, No. 3, November 2017.

________________________

Read Any Good Books Lately?
Then why not share your thoughts with the readers of IPJ? We accept 
reviews of new titles, as well as some of the “networking classics.” In 
some cases, we may be able to get a publisher to send you a book for 
review if you don’t have access to it. For more information, contact 
us at ipj@protocoljournal.org
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Letter to the Editor
Hi Geoff,

I have read the article “DNS Privacy and the IETF,” in the latest issue 
of Internet Protocol Journal (Volume 22, No. 2, July 2019). Thank 
you for the excellent insights.

I am intrigued about the discussion of a world where apps would 
control the resolver. I am wondering how these apps would work in 
an IPv6-only world where the Internet Service Provider (ISP) does 
Carrier Grade Network Address Translation (CGNAT). If a DoH 
server responds with only an A record to say ipv4google.com, how 
does the handset make the connection? Or perhaps I misunder- 
stand CGNAT—in reality the Internet-facing device/router has an 
RFC 1918 address and a global IPv6 address—IPv4 connectivity  
would use Network Address and Port Translation (NAPT) from  
the ISP public pool, whereas IPv6 connectivity can pass through 
without issue.

Thanks, — Naveen Nathan, naveen@lastninja.net

Great question. Some transition mechanisms “crossed the beams” 
and relied on a DNS resolver that had knowledge of the transi-
tion mechanism and deliberately lied in their responses in order to  
steer the end host’s traffic to a protocol translator/encapsulator. 
Obviously if the application selected a DoH resolver that was not 
part of the local environment and was unaware of the need to pro-
vide NAT64 responses to these hosts, then the application would be 
unable to communicate.

It leads to the interesting outcome where the host (non-DoH)  
would look just fine and certain applications when going to certain 
remote services would fail. I have some sympathy for the help desk 
staff trying to identify and solve this problem.

Evidently some plans for DoH use involve application testing the  
existing configured DNS resolver for DoH capability and turning 
on DoH only in that case; that is, encapsulate in HTTP only the 
first DNS “hop” from the stub resolver to the recursive resolver. 
This solution would certainly avoid the NAT64 issue but would  
not really prevent the “my ISP is spying on my DNS transactions  
and possibly using this data in ways I am unaware of” scenario.

More generally, the more we adorn the network infrastructure and 
the more we add elements that create dependencies on other ele-
ments in novel ways, the more fragile the network becomes. The end 
point is a network that only barely functions and resists any modifi-
cation—however slight—as the modification causes it to fail. It’s an 
odd situation to get to when the original concepts behind the Internet 
were thoughts about creating a level of resiliency of the network as a  
service that exceeded the resiliency of any component of the network 
system.

Regards, — Geoff Huston, gih@apnic.net

The author responds:

mailto:naveen%40lastninja.net?subject=
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Fragments
Postel Service Award Presented to Alain Aina
The Internet Society, a global nonprofit dedicated to ensuring the open 
development, evolution, and use of the Internet, recently presented 
the prestigious Jonathan B. Postel Service Award to Alain Aina, who 
serves as the chief technology officer of the West and Central Africa 
Research and Education Network (WACREN).

Aina has been building a Regional Research and Education Net-
work to interconnect National Research and Education Networks 
(NRENs) in the region and connect them to the global Research and 
Education Network. He wants the world to see the work of Africa’s 
premier researchers and carve out its spot in the academic world—in 
a way that would be impossible without the resources of this new 
network and community. He also contributes to AfricaConnect2, a 
project that supports the development of high-capacity networks for 
research and education across Africa, by building on existing net-
works in Eastern, Northern, and Southern Africa to connect to West 
and Central Africa’s WACREN.

Photo by Minzayar Oo © IETF LLC 2019.

Aina fell into this work after graduating in the early 90s with a degree 
in electrical engineering and in the maintenance and analysis of com-
puter systems. He was hired to be a technical seller for a company 
in the Togolese Republic, which had a branch in Benin, where he is 
from. The owner of the company had recently returned home from 
the United States and was anxious about computing and internet-
working. He noticed Aina’s talent and added him to the technical 
team, where he ended up building the first Bulletin Board System 
(BBS) in the area.
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“People used the modem to dial in, then people on the same server 
could talk to each other,” he said. “Then we decided to put in the 
first e-mail gateway, connecting to someone in Accra and later in 
Montreal twice a day to drop mail and download mail. But the cost 
was so high, it was not sustainable. The delegation of the country-
code TLD in 1996 changed the paradigm for the e-mail service and we 
were proud to demonstrate the first local web server and intranet.”

By the mid-90s there wasn’t a lot of support for people working on 
Internet access and connection, but there was ever-growing interest 
and demand. This meant that Aina and his colleagues often worked 
around the clock to set up networks and services in communities, 
then trained the local population on how to use what they had made. 

“The Internet became so popular that the demand was suddenly so 
high, and it was putting pressure on us,” he said. 

It was about this time that Aina started collaborating with the 
Network Startup Resource Center (NSRC), where he now serves as 
a part-time network engineer and trainer. He later launched the first 
full IP services in the Togolese Republic and then in other countries 
in West Africa.

“At that time, most of the world did not believe that Africa could have 
the Internet and play a role. When you’d go to places, you’d have 
to train people,” Aina said. “Training materials were rare. We were 
lucky to have some books and some knowledgeable friends far away. 
The people you trained only knew you, so if something broke they 
called you to fix it.”

Aina helped build large parts of the Internet ecosystem through-
out Africa, setting up networks, contributing to the creation of the 
regional Internet registry and the network operator group, and build-
ing ccTLD registries. He also started a consulting firm and became 
active in the private sector.

He eventually started attending Internet Society (ISOC) network 
technology workshops and getting involved with the organization in 
other ways. From 2011 to 2014, he served as a trustee for the orga-
nization. Active in the Internet community, he is also involved with 
ICANN, the African Network Information Centre (AFRINIC), the 
African Network Operators Group (AFNOG), and other organiza-
tions. He helped found AFNOG, where he’s been an instructor since 
2000, and he is one of the founders of AFRINIC, where he’s served 
in several roles, including acting chief technology officer, acting chief 
executive officer, and director of research and innovation. Aina is 
a key technical resource for the DNS community, including Africa 
Top Level Domains Organization (AFTLD). A big part of his life has 
been Internet related, but he feels there is still so much more to do 
for Africa.
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Mr. Aina was selected by an international award committee comprised 
of former Postel award winners. The committee placed particular 
emphasis on candidates who have supported and enabled others in 
addition to their own contributions. The award was presented to 
Mr. Aina in recognition of his leadership in pioneering the Internet 
in Africa and building technical communities that helped connect 
countless others across the continent and beyond. Aina helped build 
large parts of the Internet ecosystem throughout Africa, setting up 
networks, contributing to the creation of the regional Internet regis-
try and the network operator group, and building ccTLD registries.

“This award encourages me to continue the work, to grow and help 
others spread the Internet continent-wide, and to help break down 
barriers for the engineers and scientists in Africa,” Aina said. “I feel 
happy and honored to be recognized for this work.”

The Postel Award was established by the Internet Society to honor 
individuals or organizations that, like Jon Postel, have made out-
standing contributions to the data communications community. The 
award is focused on sustained and substantial technical contributions, 
service to the community, and leadership. Andrew Sullivan, President 
and CEO of the Internet Society presented the award, including a 
US$20,000 honorarium and a crystal engraved globe, during the 
106th meeting of the Internet Engineering Task Force (IETF) held in 
Singapore, 16–22 November 2019.

ICANN Calls for Full DNSSEC Deployment
The Internet Corporation for Assigned Names and Numbers 
(ICANN) believes that there is an ongoing and significant risk to 
key parts of the Domain Name System (DNS) infrastructure. In the 
context of increasing reports of malicious activity targeting the DNS 
infrastructure, ICANN is calling for full deployment of the Domain 
Name System Security Extensions (DNSSEC) across all unsecured 
domain names. The organization also reaffirms its commitment to 
engage in collaborative efforts to ensure the security, stability and 
resiliency of the Internet’s global identifier systems.

As one of many entities engaged in the decentralized management of 
the Internet, ICANN is specifically responsible for coordinating the 
top-most level of the DNS to ensure its stable and secure operation 
and universal resolvability.

On 15 February 2019, in response to reports of attacks against key 
parts of the DNS infrastructure, ICANN offered a checklist[1] of  
recommended security precautions for members of the domain 
name industry, registries, registrars, resellers, and related others, to  
proactively take to protect their systems, their customers’ systems 
and information reachable via the DNS.

Fragments  continued
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Public reports[2] indicate that there is a pattern of multifaceted 
attacks utilizing different methodologies. Some of the attacks target 
the DNS, in which unauthorized changes to the delegation struc-
ture of domain names are made, replacing the addresses of intended 
servers with addresses of machines controlled by the attackers. This 
particular type of attack, which targets the DNS, only works when 
DNSSEC is not in use. DNSSEC is a technology developed to protect 
against such changes by digitally “signing” data to assure its validity. 
Although DNSSEC cannot solve all forms of attack against the DNS, 
when it is used, unauthorized modification to DNS information can 
be detected, and users are blocked from being misdirected.

ICANN has long recognized the importance of DNSSEC and is 
calling for full deployment of the technology across all domains. 
Although this will not solve the security problems of the Internet, 
it aims to assure that Internet users reach their desired online des-
tination by helping to prevent so-called Man in the Middle attacks 
where a user is unknowingly re-directed to a potentially malicious 
site. DNSSEC complements other technologies, such as Transport 
Layer Security (TLS) (most typically used in HTTPS) that protect the 
end user/domain communication.

As the coordinator of the top-most level of the DNS, ICANN is in 
the position to help mitigate and detect DNS-related risks, and to 
facilitate key discussions together with its partners. The organization 
believes that all members of the domain name system ecosystem must 
work together to produce better tools and policies to secure the DNS 
and other critical operations of the Internet.

 [1] “Alert Regarding Published Reports of Attacks on the Domain 
Name System,” 

  https://www.icann.org/news-announcement-2019-02-15-en

 [2] “A Deep Dive on the Recent Widespread DNS Hijacking 
Attacks,” Krebs on Security, February 19, 2019.

   https://krebsonsecurity.com/2019/02/a-deep-dive-on-
the-recent-widespread-dns-hijacking-attacks/

https://www.icann.org/news-announcement-2019-02-15-en
https://krebsonsecurity.com/2019/02/a-deep-dive-on-the-recent-widespread-dns-hijacking-attacks/
https://krebsonsecurity.com/2019/02/a-deep-dive-on-the-recent-widespread-dns-hijacking-attacks/
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The RIPE NCC has run out of IPv4 Addresses
From the RIPE-NCC Website: “Today, at 15:35 (UTC+1) on 25 
November 2019, we made our final /22 IPv4 allocation from the 
last remaining addresses in our available pool. We have now run 
out of IPv4 addresses. Our announcement will not come as a sur-
prise for network operators—IPv4 run-out has long been anticipated 
and planned for by the RIPE community. In fact, it is due to the 
community’s responsible stewardship of these resources that we have 
been able to provide many thousands of new networks in our service 
region with /22 allocations after we reached our last /8 in 2012.

Even though we have run out, we will continue to recover IPv4 
addresses in the future. These will come from organisations that have 
gone out of business or are closed, or from networks that return 
addresses they no longer need. These addresses will be allocated to 
our members (Local Internet Registries [LIRs]) according to their 
position on a new waiting list that is now active.

While we therefore expect to be allocating IPv4 for some time, these 
small amounts will not come close to the many millions of addresses 
that networks in our region need today. Only LIRs that have never 
received an IPv4 allocation from the RIPE NCC (of any size) may 
request addresses from the waiting list, and they are only eligible 
to receive a single /24 allocation. LIRs that have submitted an IPv4 
request can see their position on the waiting list in the LIR Portal. A 
graph is available at https://www.ripe.net/ that shows the num-
ber of requests on the waiting list and the number of days that the 
LIR at the front of the queue has been waiting.

This event is another step on the path towards global exhaustion of 
the remaining IPv4 addressing space. In recent years, we have seen 
the emergence of an IPv4 transfer market and greater use of Carrier 
Grade Network Address Translation (CGNAT) in our region. There 
are costs and trade-offs with both approaches and neither one solves 
the underlying problem, which is that there are not enough IPv4 
addresses for everyone.

Without wide-scale IPv6 deployment, we risk heading into a future 
where the growth of our Internet is unnecessarily limited—not by 
a lack of skilled network engineers, technical equipment or invest-
ment—but by a shortage of unique network identifiers. There is still 
a long way to go, and we call on all stakeholders to play their role in 
supporting the IPv6 roll-out.

At the RIPE NCC, we are here to support our membership and the 
wider RIPE community in this work. Aside from allocating the IPv6 
resources that will be required, we will continue to provide advice, 
training, measurements and tools to help network operators as they 
put their deployment plans into action. We are optimistic and excited 
to see what the next chapter will bring. So let’s get to work—and 
together, let’s shape the future of the Internet.”

Fragments  continued
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Call for Papers
 
The Internet Protocol Journal (IPJ) is a quarterly technical publication 
containing tutorial articles (“What is...?”) as well as implementation/
operation articles (“How to...”). The journal provides articles about 
all aspects of Internet technology. IPJ is not intended to promote any 
specific products or services, but rather is intended to serve as an 
informational and educational resource for engineering profession-
als involved in the design, development, and operation of public and  
private internets and intranets. In addition to feature-length articles, 
IPJ contains technical updates, book reviews, announcements, opin-
ion columns, and letters to the Editor. Topics include but are not 
limited to:

• Access and infrastructure technologies such as: Wi-Fi, Gigabit 
Ethernet, SONET, xDSL, cable, fiber optics, satellite, and mobile 
wireless.

• Transport and interconnection functions such as: switching, rout-
ing, tunneling, protocol transition, multicast, and performance.

• Network management, administration, and security issues, includ-
ing: authentication, privacy, encryption, monitoring, firewalls, 
troubleshooting, and mapping.

• Value-added systems and services such as: Virtual Private Networks, 
resource location, caching, client/server systems, distributed sys-
tems, cloud computing, and quality of service.

• Application and end-user issues such as: E-mail, Web authoring, 
server technologies and systems, electronic commerce, and appli-
cation management.

• Legal, policy, regulatory and governance topics such as: copyright, 
content control, content liability, settlement charges, resource allo-
cation, and trademark disputes in the context of internetworking.

IPJ will pay a stipend of US$1000 for published, feature-length arti-
cles. For further information regarding article submissions, please 
contact Ole J. Jacobsen, Editor and Publisher. Ole can be reached at 
ole@protocoljournal.org or olejacobsen@me.com

The Internet Protocol Journal is published under the “CC BY-NC-ND” Creative Commons 
Licence. Quotation with attribution encouraged.

This publication is distributed on an “as-is” basis, without warranty of any kind either 
express or implied, including but not limited to the implied warranties of merchantability, 
fitness for a particular purpose, or non-infringement. This publication could contain technical 
inaccuracies or typographical errors. Later issues may modify or update information provided 
in this issue. Neither the publisher nor any contributor shall have any liability to any person 
for any loss or damage caused directly or indirectly by the information contained herein.
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