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Automatic Disaggregation in the Routing in Fat Trees Protocol
by Bruno Rijsman

R outing in Fat Trees (RIFT) is a new routing protocol being 
defined in the Internet Engineering Task Force (IETF).[1] RIFT 
is optimized for large networks that have a highly structured 

topology such as fat tree, Clos, or similar topologies. It is typically 
used as a scalable and fast-converging Interior Gateway Protocol 
(IGP) for the underlay in data centers, but it has other use cases as 
well.[2]

RIFT brings several innovations to the table without requiring any 
changes to existing networking hardware (“silicon”), including:

• Zero Touch Provisioning (ZTP) virtually eliminates the need for
configuration and auto-detects miscabling.

• RIFT is anisotropic: it is a link-state protocol north-bound and a
distance-vector protocol south-bound, combining the advantages
of link-state with the advantages of distance-vector/path-vector.

• RIFT is inherently loop-free, allowing it to distribute traffic across
all available paths (not just the shortest path).

• A built-in flooding-reduction mechanism greatly reduces flooding
traffic in densely connected topologies such as fat trees.

• With the automatic aggregation feature, in the absence of failures,
each node needs only a single multi-path default route pointing
north. This feature reduces the size of the routing tables at or close
to the leaf nodes, and hence the cost of top-of-rack switches.

• With the automatic disaggregation feature, if a failure occurs the
north-bound default route is automatically disaggregated into
more specific routes, but only to the extent needed to route around
the failure.

• RIFT supports large data-center networks without the need for
splitting the network into multiple areas.

• RIFT offers very fast convergence—even in very large networks.

• Because of the simplicity of RIFT functionality on leaf switches,
you can easily run it on servers; this feature is also known as
Routing on The Host (RoTH). It enables support for multi-homed
servers with automatic recovery from link and node failures.

• Model-based (Thrift) specification of the routing protocol mes-
sages accelerates development, enhances interoperability, and most
importantly, improves security by removing most message-parsing
vulnerabilities.

RIFT offers an open-source implementation[3] and at least one com-
mercial implementation.[4] 
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In this article, we focus on one feature of RIFT: automatic aggrega-
tion and disaggregation, which is one of the most novel and most 
interesting innovations in the RIFT protocol. For a more general 
overview of RIFT, see the presentation at APNIC[5] or the recently 
released (and free) Day One book on RIFT.[6] For a discussion of 
link-state routing in data centers (including RIFT), see the article 
“Recent Developments in Link State on Data-Center Fabrics,” also 
published in this journal.[7]

Introduction to RIFT
You can use RIFT in topologies where it makes sense to speak of 
north and south directions, which allows you to divide the nodes 
into levels, including fat-tree data center topologies such as the one 
shown in Figure 1.

Figure 1: Fat-Tree Data Center Topology
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In many respects, RIFT is a link-state protocol similar to Intermediate 
System-to-Intermediate System (IS-IS):

• RIFT routers exchange hello packets, called Link Information
Element (LIE) packets, to establish adjacencies with neighbor
routers.

• RIFT routers originate link-state packets, called Topology Informa- 
tion Element (TIE) packets, to describe the state, adjacencies, ori-
ginated prefixes, disaggregated prefixes, and other information
about the router.

• RIFT reliably floods the link-state packets across the network. It
uses Topology Information Description Element (TIDE) packets
to summarize the contents of the link-state database and Topology
Information Request Element (TIRE) packets to acknowledge and
request TIE packets. Together, TIDEs and TIREs are used to make
the flooding reliable.
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• RIFT stores link-state packets in its Link State Database (LSDB).

• RIFT runs the Shortest Path First (SPF) algorithm on the topology
stored in the link-state database to compute the shortest path to
each destination.

RIFT is unique in that it has different rules for flooding TIE pack-
ets in both the north-bound south-bound directions, as shown in  
Figure 2:

Figure 2: TIE Flooding Rules 
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• Each node advertises its adjacencies in node TIEs that are flooded
in both the north-bound and south-bound directions. Furthermore,
the level just below the originator of the node TIE “reflects” the
node TIEs back-up. This reflection allows nodes to discover the
adjacencies of other nodes at the same level (refer to diagram A in
Figure 2).

• Each node advertises its local prefixes in prefix TIEs, which are
flooded only in the north-bound direction. (Shown in diagram B
in Figure 2).

• Each node advertises a fabric default route (typically 0.0.0.0/0
and ::/0) in prefix TIEs that are flooded exactly one hop (but no
further) in the south-bound direction (see diagram C in Figure 2).
The top-of-fabric nodes always originate a default, and the lower
nodes originate a default only if they have received at least one
default from a parent. This model makes the south-bound flooding
similar to distance-vector routing and it is the reason that RIFT is
colloquially described as link-state towards the spine and distance-
vector towards the leaves.

• RIFT also allows for east-west “short-cut” links and has flooding
rules for those links (not shown in the figure).

RIFT continued
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• RIFT also includes a flooding-reduction mechanism that avoids 
multiple copies of the same TIE being sent to the same node (that 
mechanism is not shown here). For example, in diagrams A and B 
in Figure 2 node super-1 receives two identical copies of the TIE 
from leaf-2-1.

After the TIEs are flooded across the network in the manner described 
previously, the RIFT nodes run the SPF algorithm to compute the 
routing tables. Actually, RIFT does at least two SPF runs: one for the 
north-bound and one for the south-bound direction.

Figure 3 shows an example of typical RIFT routing tables (in the 
absence of failures):

Figure 3: Typical RIFT Routing Tables in the Absence of Failures 
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We can see the following routes:

• Specific routes for all south-bound traffic: These routes are typi-
cally host /32 (for IPv4) or /128 (for IPv6) routes.

• Fabric default routes for all north-bound traffic: These routes are 
typically 0.0.0.0/0 or ::/0 routes.

Both the north-bound default routes and the south-bound, specific  
routes, are multi-path routes, distributing the traffic across all avail- 
able paths. The next-hops can be weighted according to the band-
width available on each path.

RIFT Automatic Aggregation and Disaggregation
The aggregation[8] concept has existed in routing protocols since the 
beginning. Aggregation allows you to summarize a set of specific 
routes by a single, less-specific route, called the aggregate route. The 
most common use case for aggregation is to reduce the size of the 
routing table by summarizing unneeded details. 



The Internet Protocol Journal
6

The concept of disaggregation[9] has also been used for a long time. 
Disaggregation is the opposite of aggregation: it takes a single 
less-specific route (the aggregate route) and divides it into several 
more-specific routes. The most common use case for disaggregation 
is traffic engineering.  

In existing protocols such as the Border Gateway Protocol (BGP), 
Open Shortest Path First (OSPF), and IS-IS, aggregation and dis-
aggregation typically are manually configured for optimization 
purposes. In RIFT, on the other hand, aggregation and disaggregation 
are automatic and always enabled. RIFT automatically aggregates 
routes (typically to the default route) wherever possible. And RIFT 
automatically disaggregates routes wherever needed, for example, 
because of link or node failures. 

Disaggregation actually has two modes in RIFT:

• Positive Disaggregation works by advertising a more specific
route to “attract” traffic to a repair path away from a failed path.
Advertising more-specific prefixes is exactly how disaggregation
works in existing protocols.

• Negative Disaggregation works by advertising a so-called negative
prefix to “repel” traffic away from a failed path towards a repair
path. This new mechanism does not have an equivalent in existing
widely deployed protocols. Negative disaggregation is needed only
in certain large topologies, namely multi-plane topologies.

RIFT Positive Disaggregation
Earlier we saw that RIFT normally uses default routes for north-
bound traffic, which reduces the size of the forwarding tables, but it 
may cause traffic to be black-holed when a link failure occurs (refer 
to Figure 4):

Figure 4: Positive Disaggregation in a Two-Level Fabric
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RIFT continued
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Consider a link failure between spine-1 and leaf-3, as shown in 
Figure 4. When leaf-1 wants to send traffic to leaf-3 and follows its 
north-bound Equal-Cost Multi-path Routing (ECMP) default route, 
it might select spine-1 as the next hop, which black-holes the traffic. 

To avoid such black-holing of traffic, spine-2 and spine-3 each auto-
matically triggers positive disaggregation. Following is the sequence 
of events from the perspective of spine-2, but the same sequence of 
events happens at spine-3:

1. Spine-2 has a south-bound route 2.0.0.3/32, whose next-hop is
leaf-3.

2. Spine-2 knows the adjacencies of spine-1 because the leaves re-
flected the spine-1 node TIE of spine-1 to spine-2. Hence, spine-2
knows that spine-1 does not have an adjacency with leaf-3 and
that spine-1 cannot reach 2.0.0.3/32.

3. Spine-2 automatically initiates positive disaggregation by flooding
a positive disaggregation prefix TIE containing prefix 2.0.0.3/32
in the south-bound direction (the blue arrows in Figure 4).

4. Leaf-1 and leaf-2 install the more-specific route prefix 2.0.0.3/32
in their forwarding table. In the end, this route ends up being
a two-way ECMP route across spine-2 and spine-3 (but not
spine-1). Note that it takes a finite amount of time for the route
to reach its full ECMP next-hop set, which may cause transitory
in-cast issues (these issues can be addressed with implementation-
specific mechanisms).

5. Leaf-1 and leaf-2 still rely on the default route for all other
destinations. This route is a three-way ECMP route across all
three spines.

In summary, spine-2 and spine-3 detected that a link was broken in 
the topology, and they automatically initiated positive disaggregation 
to “attract” the traffic away from the failed path (spine-1) towards a 
repair path (themselves).

We now consider positive disaggregation in a more-complex sce-
nario, namely a three-level fabric. In Figure 5, the link from super-1 
to spine-1-3 has failed. 

Super-2 and super-3 will automatically initiate positive disaggrega-
tion for prefix 2.0.1.3/32 because:

1. Super-2 and super-3 have a south-bound route for prefix
2.0.1.3/32 with only one next-hop, namely spine-1-3.

2. Super-2 and super-3 know that super-1 does not have an adjacency
with spine-1-3.

3. Super-2 and super-3 conclude that super-1 can no longer reach
2.0.1.3/32. Hence, they initiate positive disaggregation for that
prefix.
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Figure 5: Positive Disaggregation Repairs a Single Failure in a Three-level Fabric
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However, at this point super-2 and super-3 will not yet initiate 
positive disaggregation for prefixes 3.0.1.1/32, 3.0.1.2/32, and 
3.0.1.3/32 because:

1. Super-2 and super-3 have routes for prefixes 3.0.1.1/32,
3.0.1.2/32. and 3.0.1.3/32, each with three ECMP next-hops,
namely spine-1-1, spine-1-2, and spine-1-3.

2. Super-2 and super-3 know that super-1 does not have an adjacency
with spine-1-3, but it does still have an adjacency with spine-1-1
and spine-1-2.

3. Super-2 and super-3 conclude that although super-1 can still
reach 3.0.1.1/32, 3.0.1.2/32, and 3.0.1.3/32: not through
spine-1-3 but still through spine-1-1 and spine-1-2. Hence, they
do not initiate positive disaggregation for those prefixes.

We leave it as an exercise for the reader to verify that super-2 and 
super-3 will initiate disaggregation for 3.0.1.1/32, 3.0.1.2/32, 
and 3.0.1.3/32 when all links from super-1 to pod-1 are broken.

Multi-Plane Topologies
In the fat-tree topologies that we have considered thus far, every spine 
is connected to every super-spine. When the network becomes large, 
you reach a point where the super-spines don’t have enough ports to 
connect to every spine. Such networks often use a multi-plane topol-
ogy such as the one shown in Figure 6 on the following page.

RIFT continued
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Figure 6: A Multi-Plane Topology (with East-West Inter-Plane Links)
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For now, ignore the loops that connect the super-spines together; they 
are explained later. In a multi-plane topology, the spines and super-
spines are partitioned into planes. In Figure 6, we have a blue plane, 
a black plane, and a dark grey plane. The super-spines in a plane are 
connected only to the spines in that same plane.

In such a multi-plane topology, the RIFT positive disaggregation 
mechanism does not always work because node TIEs are reflected 
only between super-spines in in the same plane. The dark grey super-
spines, for example, do not know the adjacencies of the blue or black 
super-spines. Hence, a super-spine in one plane cannot detect that a 
super-spine in a different plane has lost connectivity to some set of 
prefixes.

Negative Disaggregation
RIFT uses a different disaggregation mechanism, called negative dis-
aggregation, to recover from failures in multi-plane topologies.

To make negative disaggregation work, the super-spines in different 
planes need to be interconnected using east-west inter-plane links as 
shown in Figures 6 and 7. These east-west inter-plane links are used 
only for control-plane traffic, and they do not carry user traffic (so 
they can be low-bandwidth links).



The Internet Protocol Journal
10

To understand negative disaggregation, consider the following multi-
plane topology:

Figure 7: Negative Disaggregation 
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Triggering Negative Disaggregation
The super-spines run the south-bound Shortest Path First (SPF) algo-
rithm twice:

1. The normal SPF run excludes the east-west inter-plane links. The 
resulting routes are installed in the Routing Information Base (RIB)  
and the Forwarding Information Base (FIB). 

2. The special SPF run includes the east-west inter-plane links. The 
resulting routes are not installed in the RIB or FIB. If the special 
SPF run finds any extra reachable prefixes that were not reachable 
in the normal SPF run, then those extra prefixes are declared to be 
“fallen leaves,” and they trigger negative disaggregation.

In Figure 7, from the perspective of super-1-1 and super-1-2, the 
prefixes in pod-1 are fallen leaves because they can be reached only 
through other planes (that is, using east-west inter-plane links). The 
special SPF run will find the prefixes in pod-1, but the normal SPF 
run will not find the prefixes in pod-1.

RIFT continued
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After a super-spine detects fallen-leaf prefixes, it advertises those pre-
fixes in a negative disaggregation prefix TIE, which is flooded south 
in the topology. 

The super-spine is telling the rest of the network “don’t send any traf-
fic destined to the fallen-leaf prefix to me because I cannot reach it.”

In a sense, negative disaggregation is the opposite of positive dis-
aggregation. In positive disaggregation, the repair path advertises 
a positive disaggregation route to attract the traffic away from the 
broken path. In negative disaggregation, the broken bath advertises 
a negative disaggregation prefix to repel traffic away towards the 
repair path. The mechanism for choosing the repair path is described 
in the sections that explain negative next-hop-to-positive next-hop 
translation.

Propagation of Negative Disaggregation
Unlike positive disaggregation (which is never propagated), negative 
disaggregation can be recursively propagated southwards. RIFT uses 
special rules for south-bound flooding of negative disaggregation 
prefix TIEs: a node propagates a negative disaggregation prefix only 
if it was received from all of the parent nodes, meaning that this node 
does not have any path left to the fallen leaf.

In Figure 7, spine-2-1 has received a negative disaggregation prefix 
TIE for the prefixes in pod-1 from both of its parent nodes, namely 
super-1-1 and super-1-2. Hence, spine-2-1 propagates the negative 
disaggregation prefix TIE further south-bound. The same happens 
at spine-3-1.

Negative Disaggregation in the RIB
When a node receives a negative disaggregation prefix TIE, it is 
stored in the LSDB and it takes part in the SPF calculation, just like 
a normal prefix TIE. However, the resulting route is installed in the 
RIB using a negative next-hop instead of a positive next-hop.

In Figure 7, leaf-2-2 has a north-bound default route 0.0.0.0/0 with 
three ECMP next-hops: spine-2-1, spine-2-2, and spine-2-3. These 
next-hops are normal (that is, positive) next-hops; the traffic will be 
distributed across all three spines in the pod.

Leaf-2-2 also has north-bound more-specific routes 3.0.1.x/32 (the 
prefixes in pod-1) with a negative next-hop spine-2-1. A negative 
next-hop in the RIB is a control-plane construct, meaning “don’t 
send the traffic to this next-hop.” The intent of this negative next-
hop is to avoid sending traffic for 3.0.1.x/32 into plane-1 because 
plane-1 is disconnected from pod-1.

Note that a negative next-hop is something different from a discard 
next-hop. A discard next-hop causes traffic to be dropped. A negative 
next-hop causes traffic to be sent somewhere else using a less-specific 
route. We will now explain how it works.
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Negative Disaggregation in the FIB
Negative next-hops do not exist in current-generation forwarding 
hardware; they are a RIFT abstraction that exists only in the control 
plane and not in the forwarding plane. 

When a RIFT route is installed from the RIB into the FIB, the RIB 
negative next-hop (where not to send the traffic) is translated into 
positive next-hops (where to send the traffic to instead).

Figure 8 illustrates how this translation works:

Figure 8: Translating Negative Next-Hops in the RIB into Positive Next-Hops in the FIB
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What is happening in this simple example is the following:

• We have a route to 3.0.1.1/32, which has a negative next-hop.

• We find the most specific aggregate route that covers this route,
which is the default route, 0.0.0.0/0 in this case.

• We add up the next-hops of routes 3.0.1.1/32 and 0.0.0.0/0,
keeping in mind that a negative and positive next-hop cancel each
other out.

We started with a route for 3.0.1.1/32 with negative next-hop 
spine-2-1. We translated the negative next-hop spine-2-1 into the 
complementary positive ECMP next-hops spine-2-2 and spine-2-3. 
These translated next-hops are stored in the FIB.

Further Reading
For more-detailed information about RIFT disaggregation, see Pascal 
Thubert’s slides on negative disaggregation presented at the IETF 
[10], the RIFT-Python open-source documentation,[11,12] or my blog 
post on the topic,[13] which goes into more detail.

Conclusion
In this article, we have introduced the RIFT protocol and described 
how RIFT uses automatic aggregation (north-bound default routes) 
to reduce the size of the routing table. 

RIFT continued
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We have explained how RIFT uses automatic disaggregation to reroute 
traffic around failed links and nodes. We have further described the 
two types of disaggregation in RIFT, namely Positive Disaggregation 
and Negative Disaggregation.  

Positive Disaggregation attracts traffic to the repair path by adverti-
sing more-specific routes, except that RIFT advertises these routes 
automatically instead of as a result of manual configuration. 
Negative disaggregation repels traffic away from the broken path. 
This approach is novel in that it relies on the new concept of a “nega-
tive next-hop.” These negative next-hops are translated into normal 
positive next-hops in the data-plane hardware.
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Network Functions Virtualization
by William Stallings

N etwork Functions Virtualization (NFV) originated from dis-
cussions among major network operators and carriers about 
how to improve network operations in the high-volume 

multimedia era. These discussions resulted in the publication of the 
original 2012 NFV White Paper by an NFV Industry Specification 
Group within the European Telecommunications Standards Institute 
(ETSI).[1] In the white paper, the group listed as the overall objective 
of NFV the leveraging of standard IT virtualization technology to 
consolidate many network equipment types onto industry-standard 
high-volume servers, switches, and storage, which could be located in 
data centers, network nodes, and at the end-user premises.

The white paper highlights that the source of the need for this new 
approach is that networks include a large and growing variety of 
proprietary hardware appliances, leading to the following negative 
consequences:

• New network services may require additional different types of
hardware appliances and finding the space and power to accom-
modate these boxes is becoming increasingly difficult.

• New hardware means additional capital expenditures.

• After new types of hardware appliances are acquired, operators
are faced with the rarity of skills necessary to design, integrate, and
operate increasingly complex hardware-based appliances.

• Hardware-based appliances rapidly reach end of life, requiring
much of the procure-design-integrate-deploy cycle to be repeated
with little or no revenue benefit.

• As technology and services innovation accelerates to meet the
demands of an increasingly network-centric IT environment, the
need for an increasing variety of hardware platforms inhibits the
introduction of new revenue-earning network services.

The NFV approach moves away from the dependence on a variety 
of hardware platforms to the use of a small number of standardized 
platform types, with virtualization techniques used to provide the 
needed network functions. In the white paper, the group expresses 
the belief that the NFV approach is applicable to any data-plane 
packet-processing and control-plane function in fixed and mobile 
network infrastructures.

NFV deployment has become increasingly widespread, being used 
by telecommunications providers, cloud service providers, and large 
enterprises, such as in the banking and financial services industry.[2] 
Perhaps the main driver for NFV is 5G wireless networks.[3] NFV is 
an integral part of 5G and is indeed required by 5G standards.[4]
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Concepts
NFV builds on standard Virtual Machine (VM) technologies, extend-
ing their use into the networking domain. This departure from 
traditional approaches to the design, deployment, and management of 
networking services is significant. NFV decouples network functions, 
such as Network Address Translation (NAT), firewalling, intrusion 
detection, Domain Name System (DNS), and caching, from propri-
etary hardware appliances so they can run as software on VMs.

Virtual-machine technology enables migration of dedicated appli-
cation and database servers to Commercial Off-The-Shelf (COTS) 
x86 servers. You can apply the same technology to network-based 
devices, including:

• Network Function Devices: Such as switches, routers, network
access points, and deep packet inspectors

• Network-related Compute Devices: Such as firewalls, intrusion
detection systems, and network management systems

• Network-attached Storage: File and database servers attached to
the network

In traditional networks, all network elements are enclosed boxes, 
and hardware cannot be shared. Each device requires additional 
hardware for increased capacity, but this hardware is idle when the 
system is running below capacity. With NFV, however, network ele-
ments are independent applications that are flexibly deployed on a 
unified platform comprising standard servers, storage devices, and 
switches. In this way, software and hardware are decoupled, and 
capacity for each application is increased or decreased by adding or 
reducing virtual resources.

Consider a simple example from the NFV Architectural Framework 
document. Figure 1a shows a physical realization of a network service. 
At a top level, the network service consists of endpoints connected 
by a forwarding graph of network functional blocks, called Network 
Functions (NFs). Examples of NFs are firewalls, load balancers, and 
wireless network access points. In the Architectural Framework, 
NFs are viewed as distinct physical nodes. The endpoints are outside 
the scope of the NFV specifications and include all customer-owned 
devices. So, in the figure, endpoint A could be a smartphone and end-
point B a Content Delivery Network (CDN) server. 

Figure 1a highlights the network functions that are relevant to the 
service provider and customer. The interconnections among the NFs 
and endpoints are depicted by dashed lines, representing logical 
links. These logical links are supported by physical paths through 
infrastructure networks (wired or wireless).

Figure 1b shows a virtualized network service configuration that 
could be implemented on the physical configuration of Figure 1a. 
Virtual Network Function (VNF) 1 provides network access for end-
point A, and VNF 2 provides network access for B. 

NFV continued
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The figure also depicts the case of a nested VNF forwarding graph 
(VNF-FG-2) constructed from other VNFs (that is, VNF-2A, VNF-2B, 
and VNF-2C). All of these VNFs run as virtual machines on physi-
cal machines, called Points of Presence (PoPs). This configuration 
illustrates several important points. First, VNF-FG-2 consists of three 
VNFs even though ultimately all of the traffic transiting VNF-FG-2 
is between VNF-1 and VNF-3. The reason for this situation is that 
three separate and distinct network functions are being performed. 
For example, it may be that some traffic flows need to be subjected 
to a traffic policing or shaping function, which could be performed 
by VNF-2C. So, some flows would be routed through VNF-2C while 
others would bypass this network function. 

Figure 1: A Simple NFV Configuration Example

(b) Example of an End-to-End Network Service with VNFs and Nested Forwarding Graphs
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A second observation is that two of the VMs in VNF-FG-2 are hosted 
on the same physical machine. Because the two VMs perform differ-
ent functions, they need to be distinct at the virtual resource level but 
can be supported by the same physical machine. But this setup is not 
required, and a network management function may at some point 
decide to migrate one of the VMs to another physical machine, for 
reasons of performance. This movement is transparent at the virtual 
resource level.

Principles
As Figure 1 suggests, the VNFs are the building blocks used to create 
end-to-end network services. Three key NFV principles are involved 
in creating practical network services:

• Service Chaining: VNFs are modular and each VNF provides lim-
ited functionality on its own. For a given traffic flow within a given 
application, the service provider steers the flow through multiple 
VNFs to achieve the desired network functions. This practice is 
referred to as service chaining.

• Management and Orchestration (MANO): This feature involves 
deploying and managing the lifecycle of VNF instances. Examples 
of functions are VNF instance creation, VNF service chaining, 
monitoring, relocation, shutdown, and billing. MANO also man-
ages the NFV infrastructure elements.

• Distributed Architecture: A VNF may be made up of one or more 
VNF Components (VNFC), each of which implements a subset 
of the VNF functions. Each VNFC may be deployed in one or 
multiple instances. These instances may be deployed on separate, 
distributed hosts in order to provide scalability and redundancy.

Figure 2 shows a high-level view of the NFV framework defined by 
ISG NFV. This framework supports the implementation of network 
functions as software-only VNFs. Figure 2 provides an overview of 
the NFV architecture, which is examined in more detail subsequently.

The NFV framework consists of three domains of operation:

• Virtualized Network Functions: These functions are a collection of
VNFs, implemented in software, that run over the NFVI.

• NFV Infrastructure (NFVI): The NFVI performs a virtualization
function on the three main categories of devices in the network
service environment: computer devices, storage devices, and net-
work devices.

• MANO: This function encompasses the orchestration and lifecycle
management of physical and/or software resources that support the
infrastructure virtualization and lifecycle management of VNFs.
NFV management and orchestration focuses on all virtualization-
specific management tasks necessary in the NFV framework.

NFV continued
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Figure 2: High-Level NFV Framework
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The ISG NFV Architectural Framework document specifies that in 
the deployment, operation, management, and orchestration of VNFs 
two types of relations between VNFs are supported:

• VNF Forwarding Graph (VNF-FG): Covers the case where net-
work connectivity between VNFs is specified, such as a chain of
VNFs on the path to a web server tier (for example, firewall, net-
work address translator, or load balancer).

• VNF Set: Covers the case where the connectivity between VNFs is
not specified, such as a Web server pool.

NFV Reference Architecture
Figure 3 shows a more detailed look at the ISG NFV reference archi-
tectural framework.

The architecture consists of four major blocks:

• NFV Infrastructure (NFVI): This block comprises the hardware
and software resources that create the environment in which VNFs
are deployed. NFVI virtualizes physical computing, storage, and
networking and places them into resource pools.
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• VNF/EMS: This collection of VNFs is implemented in software 
to run on virtual computing, storage, and networking resources, 
together with a collection of element management systems that 
manage the VNFs.

• NFV Management and Orchestration (NFV-MANO): This frame- 
work manages and orchestrates all resources in the NFV envi-
ronment, including computing, networking, storage, and VM 
resources

• Operational and Business Support Systems (OSS/BSS): The NFV 
service provider implements this system.

Figure 3: NFV Reference Architectural Framework
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It also is useful to view the architecture as consisting of three  
layers. The NFVI together with the virtualized infrastructure man-
ager provides and manages the virtual resource environment and its 
underlying physical resources. 

NFV continued
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The VNF layer provides the software implementation of network 
functions, together with element management systems and one or 
more VNF managers. Finally, there is a management, orchestration, 
and control layer consisting of OSS/BSS and the NFV orchestrator. 

NFV Management and Orchestration
The NFV management and orchestration facility includes the follow-
ing functional blocks:

• NFV Orchestrator: Responsible for installing and configuring  
new Network Services (NS) and VNF packages; NS lifecycle man- 
agement; global resource management; and validation and autho-
rization of NVFI resource requests.

• VNF Manager: Oversees lifecycle management of VNF instances.

• Virtualized Infrastructure Manager: Controls and manages the inter- 
action of a VNF with computing, storage, and network resources 
under its authority, as well as their virtualization.

NFV Infrastructure
The heart of the NFV architecture is a collection of resources and 
functions known as the NFV Infrastructure (NFVI). The NFVI encom- 
passes three domains (Figure 4):

Figure 4: NFV Domains
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• Compute Domain: Provides COTS high-volume servers and 
storage

• Hypervisor Domain: Mediates the resources of the compute domain 
to the VMs of the software appliances, providing an abstraction of 
the hardware

• Infrastructure Network Domain: Comprises all the generic high-
volume switches interconnected into a network that you can 
configure to supply infrastructure network services.
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Logical Structure of NFVI Domains
The ISG NFV standards documents lay out the logical structure of 
the NFVI domains and their interconnections. The specifics of the 
actual implementation of the elements of this architecture will evolve 
in both open-source and proprietary implementation efforts. The 
NFVI domain logical structure provides a framework for such devel-
opment and identifies the interfaces between the main components, 
as shown in Figure 5.

Figure 5: Logical Structure of NFVI Domains
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Compute Domain
The principal elements in a typical compute domain may include the 
following:

• CPU/Memory: A COTS processor, with main memory, that exe-
cutes the VNFC code 

• Internal Storage: Non-volatile storage housed in the same physical 
structure as the processor, such as flash memory

• Accelerator: Accelerator functions for security, networking, and 
packet processing

• External Storage with Storage Controller: Access to secondary mem- 
ory devices

• Network Interface Card (NIC): An adapter circuit board installed 
in a computer to provide a physical connection to a network; it 
provides the physical interconnection with the infrastructure net-
work domain

• Control & Admin Agent: Connects to the Virtualized Infrastructure 
Manager (VIM); see Figure 2

• eswitch: Server-embedded switch; the eswitch function, described 
in the following paragraph, is implemented in the compute domain, 
but functionally it forms an integral part of the infrastructure net-
work domain

• Compute/Storage Execution Environment: The execution environ-
ment that the server or storage device presents to the hypervisor 
software 

To understand the functions of the eswitch, first note that broadly 
speaking, VNFs deal with two different kinds of workloads: control 
plane and data plane. Control-plane workloads are concerned with 
signaling and control-plane protocols such as the Border Gateway 
Protocol (BGP). Typically, these workloads are more processor- than 
I/O-intensive, and they do not place a significant burden on the 
I/O system. Data-plane workloads are concerned with the routing, 
switching, relaying, or processing of network traffic payloads. Such 
workloads can require high I/O throughput.

In a virtualized environment such as NFV, all VNF network traffic 
would go through a virtual switch in the hypervisor domain, which 
invokes a layer of software between virtualized VNF software and 
host networking hardware. This situation can create a significant 
performance penalty. The purpose of the eswitch is to bypass the 
virtualization software and provide the VNF with a Direct Memory 
Access (DMA) path to the NIC. The eswitch approach accelerates 
packet processing without any processor overhead.
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Hypervisor Domain
The hypervisor domain is a software environment that abstracts hard-
ware and implements services, such as starting a VM, terminating a 
VM, acting on policies, scaling, live migration, and high availability. 
The principal elements in the hypervisor domain follow:

• Compute/storage Resource Sharing/Management: This service 
manages these resources and provides virtualized resource access 
for VMs.

• Network Resource Sharing/Management: This service manages 
these resources and provides virtualized resource access for VMs.

• Virtual Machine Management and Application Programming 
Interface (API): This service provides the execution environment 
of a single VNFC instance.

• Control & Admin Agent: This agent connects to the Virtualized 
Infrastructure Manager (VIM); see Figure 3.

• vswitch: The vswitch function, described in the following paragraph, 
is implemented in the hypervisor domain. However, func- 
tionally it forms an integral part of the infrastructure network 
domain.

The vswitch is an Ethernet switch implemented by the hypervisor 
that interconnects virtual NICs of VMs with each other and with 
the NIC of the compute node. If two VNFs are on the same physical 
server, they are connected through the same vswitch. If two VNFs are 
on different servers, the connection passes through the first vswitch 
to the NIC and then to an external switch. This switch forwards the 
connection to the NIC of the desired server. Finally, this NIC for-
wards it to its internal vswitch and then to the destination VNF.

Infrastructure Network Domain
The Infrastructure Network Domain (IND) performs numerous 
roles. It provides:

• The communication channel between the VNFCs of a distributed 
VNF

• The communications channel between different VNFs

• The communication channel between VNFs and their orchestra-
tion and management

• The communication channel between components of the NFVI 
and their orchestration and management

• The means of remote deployment of VNFCs

• The means of interconnection with the existing carrier network

An important distinction is to be made between the virtualization 
function provided by the hypervisor domain and that provided by 
the infrastructure network domain. Virtualization in the hypervisor 
domain uses VM technology to create an execution environment for 
individual VNFCs. 

NFV continued
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Virtualization in IND creates virtual networks for interconnection 
of VNFCs with each other and with network nodes outside the NFV 
ecosystem. These latter types of nodes are called Physical Network 
Functions (PNFs).

Virtualized Network Functions
A VNF is a virtualized implementation of a traditional network func-
tion. Table 1 contains examples of functions that could be virtualized.

Table 1: Potential Network Functions to Be Virtualized

Network Element Function

Switching elements Broadband network gateways, carrier-grade 
Network Address Translation (NAT), and routers 

Mobile network nodes Home Location Register/Home Subscriber Server, 
gateway, GPRS support node, radio network 
controller, and various node B functions 

Customer premises equipment Home routers and set-top boxes 

Tunneling gateway elements IP Security (IPSec)/SSL virtual private network 
gateways 

Traffic analysis Deep packet inspection (DPI) and quality of 
experience (QoE) measurement 

Assurance Service assurance, service-level agreement (SLA) 
monitoring, and testing and diagnostics 

Signaling Session border controllers and IP Multimedia 
Subsystem components 

Control plane/access functions Authentication, Authorization, and Accounting (AAA) 
servers, policy control and charging platforms, and 
Dynamic Host Configuration Protocol (DHCP) servers 

Application optimization  Content-delivery networks, cache servers, load 
balancers, and accelerators 

Security Firewalls, virus scanners, intrusion detection 
systems, and spam protection 

Support for General Topologies 
(not just DC fabrics)

No

 
As discussed earlier, a VNF comprises one or more VNF Components 
(VNFCs). The VNFCs of a single VNF are connected internal to the 
VNF. This internal structure is not visible to other VNFs or to the 
VNF user. An important property of VNFs is elasticity, which means 
being able to perform one or more of the following:

• Scale up: Expand capability by adding resources to a single physi-
cal machine or virtual machine.

• Scale down: Reduce capability by removing resources from a single 
physical machine or virtual machine.

• Scale out: Expand capability by adding additional physical or vir-
tual machines.

• Scale in: Reduce capability by removing physical or virtual 
machines.
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Every VNF has an associated elasticity parameter of no elasticity, 
scale up/down only, scale out/in only, or both scale up/down and 
scale out/in.

A VNF is scaled by scaling one or more of its constituent VNFCs. 
Scale out/in is implemented by adding/removing VNFC instance(s) 
that belong to the VNF being scaled. Scale up/down is implemented 
by adding/removing resources from existing VNFC instance(s) that 
belong to the VNF being scaled.

Summary
NFV provides a powerful, vendor-independent approach to imple-
menting complex networks with dynamic demands. NFV builds on 
well-established technologies, including virtual machines, containers, 
and virtual networks. With the demand from 5G and cloud service 
providers, as well as enterprises with large internal networks, NFV is 
becoming an increasingly widespread technology.

Further Reading
Greater technical detail is available in many survey papers on  
NFV.[5, 6, 7, 8] ETSI maintains an NFV web site that includes the ETSI 
NFV specifications, white papers, tutorials, and a variety of other doc- 
uments and links (https://www.etsi.org/technologies/nfv/). A 
detailed discussion of the role of NFV in 5G is in [9].
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Fragments
Workshop: Measuring Network Quality for End-Users
The Internet Architecture Board (IAB) is organizing a virtual work-
shop, September 14–16, 2021. The Internet in 2021 is quite different 
from what it was 10 years ago. Today, it is a crucial part of everyone’s 
daily life. People use the Internet for their social life, for their daily 
jobs, for routine shopping, and for keeping up with major events. An 
increasing number of people can access a Gigabit connection, which 
would be hard to imagine a decade ago. And, thanks to improve-
ments in security, people trust the Internet for both planning their 
finances and for everyday payments.

At the same time, some aspects of end-user experience have not 
improved as much. Many users have typical connection latency that 
remains at decade-old levels. Despite significant reliability improve-
ments in data center environments, end users often see interruptions 
in service. Transport refinements, such as QUIC, Multipath TCP, 
and TCP Fast Open are still not fully supported in some networks. 
Likewise, various advances in the security and privacy of user data 
are not widely supported, such as encrypted DNS to the local resolver. 
We believe that one of the major factors behind this lack of progress 
is the popular perception that throughput is often the sole measure of 
the quality of Internet connectivity. With such narrow focus, people 
don’t consider questions such as:

• What is the latency under typical working conditions? 

• How reliable is the connectivity across longer time periods? 

• Does the network allow the use of a broad range of protocols? 

• What services can be run by clients of the network? 

• What kind of IPv4, NAT or IPv6 connectivity is offered, and are 
there firewalls? 

• What security mechanisms are available for local services, such as 
DNS? 

• To what degree are the privacy, confidentiality, integrity and 
authenticity of user communications guarded?

Improving these aspects of network quality will likely depend on 
measurement and exposing metrics to all involved parties, including 
to end users in a meaningful way. Such measurements and exposure 
of the right metrics will allow service providers and network opera-
tors to focus on the aspects that impacts the users’ experience most 
and at the same time empowers users to choose the Internet ser-
vice that will give them the best experience. The IAB is holding this 
workshop to convene interested researchers, network operators, and 
Internet technologists to share their experiences and to collaborate 
on the steps needed to define properties and metrics with the goal of 
improving Internet access for all users. The workshop will discuss the 
following questions:
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• What are the fundamental properties of a network that contribute 
to good user experience?

• What metrics quantify these properties, and how to collect such 
metrics in a practical way?

• What are the best practices for interpreting those metrics, and 
incorporating those in a decision-making process?

• What are the best ways to communicate these properties to service 
providers and network operators? 

• How can these metrics be displayed to users in a meaningful way?

We realize that the answers to these questions will vary depending 
on the different experiences of the participants. For example, a com-
mercial video-streaming platform may prioritize higher throughput 
and to rely on latency-hiding techniques, while a massive multiplayer 
online game may prioritize lower jitter, and invest into techniques 
for graceful degradation of the user experience in case of reduced 
network capacity. At the same time, researchers from the academia 
may be looking at properties and metrics that haven’t been adopted 
by the industry at all. Likewise, participants may endorse different 
methodologies for interpreting the metrics and for making decisions. 
We are actively looking for identifying such methodologies and for 
capturing the respective best practices.

While this workshop isn’t focusing on the solution space, we are 
welcoming submissions that dive into particular technologies, to the 
extent of helping to set the context for the discussion. Comparing 
the merits of specific solutions, however, is outside of the workshop’s 
scope. Interested participants are invited to submit position papers 
on the workshop questions. Paper size is not limited, but brevity is 
encouraged. Interested participants who have published relevant aca-
demic papers may submit these as a position paper, optionally with 
a short abstract. The workshop itself will be a virtual meeting over 
several sessions, with focused discussion based on the position paper 
topics received. The logistics for the workshop is as follows:

• Submissions Due: August 2, 2021, midnight AOE (Anywhere On 
Earth)

• Invitations Issued by: August 16, 2021 

• Workshop Dates: September 14–16, 2021 (1400–1800 UTC each 
day)

• Send Submissions to: network-quality-workshop-pc@iab.org

The Program Committee members are Jari Arkko, Olivier Bonaven-
ture, Vint Cerf, Stuart Cheshire, Sam Crowford, Nick Feamster, Jim 
Gettys, Toke Høiland-Jørgensen, Geoff Huston, Cullen Jennings, 
Mirja Kuehlewind, Jason Livingood, Matt Mathias, Randall Meyer, 
Kathleen Nichols, Christoph Paasch, Tommy Pauly, Greg White, and 
Keith Winstein. The workshop co-chairs are Wes Hardaker, Eugeny 
Khorov, and Omer Shapira.

http://network-quality-workshop-pc@iab.org
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Position papers from academia, industry, the open source community 
and others that focus on measurements, experiences, observations 
and advice for the future are welcome. Papers that reflect experience 
based on deployed services are especially welcome. The organiz-
ers understand that specific actions taken by operators are unlikely 
to be discussed in detail, so papers discussing general categories of 
actions and issues without naming specific technologies, products, or 
other players in the ecosystem are expected. Papers should not focus 
on specific protocol solutions. The workshop will be by invitation 
only. Those wishing to attend should submit a position paper to the 
address above; it may take the form of an Internet-Draft.

All inputs submitted and considered relevant will be published on the 
workshop website. The organizers will decide whom to invite based 
on the submissions received. Sessions will be organized according to 
content, and not every accepted submission or invited attendee will 
have an opportunity to present as the intent is to foster discussion 
and not simply to have a sequence of presentations. Position papers 
from those not planning to attend the virtual sessions themselves are 
also encouraged. A workshop report will be published afterwards.

For more information, see:
https://www.iab.org/activities/workshops/network-quality/ 

The APNIC Foundation
The Asia Pacific Network Information Centre (APNIC) and the 
APNIC Foundation share a common vision of “a global, open, 
stable, and secure Internet that serves the entire Asia Pacific commu-
nity.” Under its charter, the Foundation seeks to “advance education, 
on a non-profit making basis, in technical, operational and policy 
matters relating to Internet infrastructure, through undertaking or 
funding activities in Hong Kong and elsewhere in the Asia and the 
Pacific region.”

Incorporated in September 2016 and operational in early 2017, the 
Foundation was first discussed by the APNIC Executive Council 
(EC) in 2014, when it set out to explore a mechanism to support and 
expand the APNIC Development Program. The EC wanted to do this 
by raising funds, independent from APNIC membership contribu-
tions, to support regional Internet development efforts in the future

Projects and activities funded by the Foundation are designed and 
managed by APNIC, in collaboration with funding partners inter-
ested in Internet development. These activities are implemented by 
APNIC and our partners, which include a growing group of com-
munity trainers and technical advisors, and other like-minded 
organizations.

The Foundation is guided by an independent Board of Directors—
selected by the APNIC EC—that includes recognized and respected 
experts from the Asia Pacific Internet community. 

Fragments continued
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The Foundation’s staff are based in the APNIC office in Brisbane, 
Australia. The Foundation welcomes support from, and collabora-
tion with, other foundations, agencies and organizations working to 
develop the Internet in the Asia Pacific.

With more than 13,000 direct and indirect Members in almost every 
economy of the Asia Pacific, APNIC has spent over 20 years sup-
porting the Internet to serve the region’s 3 billion citizens. Many of 
its 80-plus staff travel regularly in the region to support Members, 
provide training and technical assistance, or share expertise and 
information. APNIC also partners with many organizations through 
MoUs, sponsorships and informally to support the continuing devel-
opment of the Internet. APNIC’s success in partnering and seeking 
financial support for its activities is founded on five important assets:

• A strong technical focus and regional recognition as a source of 
best practice and expertise.

• Neutrality and independence from any particular vendors, ser-
vices, or technologies.

• A non-profit organization with financial strength and transparency.

• Robust regional networks and relationships.

• Long track record of successful management and implementation.

The APNIC Foundation builds on and supports these strengths 
and APNIC’s strong history of success in training and community 
development.

APNIC development partners have included the Australian Depart-
ment of Foreign Affairs and Trade (DFAT); Canada’s International 
Development Research Centre (IDRC); the Swedish International 
Development Cooperation Agency (Sida); the Japan International 
Cooperation Agency (JICA); the World Bank; the United Nations’ 
International Telecommunications Union (ITU), the Internet Corp-
oration for Assigned Names and Numbers (ICANN), the DotAsia 
Organization, and the Internet Society.  For more information, visit: 
https://apnic.foundation/

EU Launches COVID Certificate
In June 2021, the European Union (EU) announced the Digital 
Green Certificate, also known as “Corona Pass” or Digital COVID 
Certificate (DCC), to certify that a European resident has been vac-
cinated, has recently received a COVID test, or has recovered from 
the COVID-19 virus. The certificate is used to facilitate travel within 
EU, and in some cases to allow entrance to some large indoor events. 
The certificate itself is a QR code, and the majority of its components 
rely on standards developed by the Internet Engineering Task Force 
(IETF). Éric Vynce explains the details in a blog post here: 

http://evyncke.blogspot.com/2021/06/open-source- 
standards-at-rescue-to.html

https://apnic.foundation/
http://evyncke.blogspot.com/2021/06/open-source-standards-at-rescue-to.html
http://evyncke.blogspot.com/2021/06/open-source-standards-at-rescue-to.html
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Call for Papers
 
The Internet Protocol Journal (IPJ) is a quarterly technical publication 
containing tutorial articles (“What is...?”) as well as implementation/
operation articles (“How to...”). The journal provides articles about 
all aspects of Internet technology. IPJ is not intended to promote any 
specific products or services, but rather is intended to serve as an 
informational and educational resource for engineering profession-
als involved in the design, development, and operation of public and  
private internets and intranets. In addition to feature-length articles, 
IPJ contains technical updates, book reviews, announcements, opin-
ion columns, and letters to the Editor. Topics include but are not 
limited to:

• Access and infrastructure technologies such as: Wi-Fi, Gigabit 
Ethernet, SONET, xDSL, cable, fiber optics, satellite, and mobile 
wireless.

• Transport and interconnection functions such as: switching, rout-
ing, tunneling, protocol transition, multicast, and performance.

• Network management, administration, and security issues, includ-
ing: authentication, privacy, encryption, monitoring, firewalls, 
troubleshooting, and mapping.

• Value-added systems and services such as: Virtual Private Networks, 
resource location, caching, client/server systems, distributed sys-
tems, cloud computing, and quality of service.

• Application and end-user issues such as: E-mail, Web authoring, 
server technologies and systems, electronic commerce, and appli-
cation management.

• Legal, policy, regulatory and governance topics such as: copyright, 
content control, content liability, settlement charges, resource allo-
cation, and trademark disputes in the context of internetworking.

IPJ will pay a stipend of US$1000 for published, feature-length arti-
cles. For further information regarding article submissions, please 
contact Ole J. Jacobsen, Editor and Publisher. Ole can be reached at 
ole@protocoljournal.org or olejacobsen@me.com

The Internet Protocol Journal is published under the “CC BY-NC-ND” Creative Commons 
Licence. Quotation with attribution encouraged.

This publication is distributed on an “as-is” basis, without warranty of any kind either 
express or implied, including but not limited to the implied warranties of merchantability, 
fitness for a particular purpose, or non-infringement. This publication could contain technical 
inaccuracies or typographical errors. Later issues may modify or update information provided 
in this issue. Neither the publisher nor any contributor shall have any liability to any person 
for any loss or damage caused directly or indirectly by the information contained herein.
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