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F r o m  T h e  E d i t o r

Technologies used for accessing the Internet have evolved a great deal 
since my very first encounter with the ARPANET in 1976. Using a  
110-baud Teletype machine, I accessed a computer at SRI International 
in Menlo Park, California, from my laboratory at the Norwegian 
Defence Research Establishment (NDRE) at Kjeller, Norway. Today,  
my Internet service is delivered by fiber-optic cable at 1 Gbps. Numerous 
other technologies for Internet access have emerged, and in this issue 
we look at two of them, namely 5G mobile systems and Low Earth 
Orbit (LEO) satellites.

In simple terms 5G can be described as a new set of cellular radio 
frequencies to allow for much faster data connections for mobile 
devices. Beyond this simplified explanation lies numerous details that 
are described in a two-part article by William Stallings. Part One intro-
duces the standards and specifications that define 5G and describes the 
usage scenarios that 5G supports. Part Two, to be published in a future 
issue, will provide an overview of the structure and function of 5G net-
works. A third article on Network Slicing, which is closely related to 
5G, will also be published in a future edition of this journal.

The world’s first communication satellite, Telstar 1, which was 
launched in July 1962, provided proof-of-concept for both live tele-
vision transmission and telephone service. Since that time, satellites 
have been deployed for many services, ranging from weather obser-
vations, navigation systems, and more recently Internet access. LEO 
satellites are particularly well-suited for Internet access because they 
offer coverage to remote areas without introducing substantial propa-
gation delays as compared to other alternatives. Our second article, by 
Dan York and Geoff Huston, provides an overview of LEO systems for 
Internet access.

This journal now has around 1,000 print subscribers and just over 
18,000 online subscribers who download their copy from our web-
site. Given this shift in subscriber demographics, we will no longer be 
printing those long and cumbersome URLs in the references section at 
the end of each article. Instead, you can simply click on the references 
themselves using the PDF copy.

As always, we welcome your feedback and suggestions on anything 
you read in this journal. Letters to the Editor may be edited for clarity 
and length and can be sent to ipj@protocoljournal.org

—Ole J. Jacobsen, Editor and Publisher 
ole@protocoljournal.org
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Introduction to 5G
Part One: Standards, Specifications, and Usage Scenarios

by William Stallings

5 G is the fifth-generation technology for wireless cellular net-
works. A significant technological leap beyond the capabilities 
of the 4G networks that currently dominate available cellu-

lar network services, 5G delivers a substantial increase in peak and 
average speeds and capacity. A significant increase in download and 
upload speeds will enhance many existing use cases, including cloud-
based storage, augmented reality, and artificial intelligence. It also will 
enable cell sites to communicate with a greater number of devices. 
Reduced latency enables edge computing and will transform Internet 
of Things (IoT) capabilities and application breadth.

This two-part article provides an introduction to 5G. Part One intro-
duces the standards and specifications that define 5G and describes 
the usage scenarios that 5G supports. Part Two, to be published in a 
future issue, will provide an overview of the structure and function of 
5G networks.

Simplified View of a 5G Network
Figure 1 shows a very simplified view of a 5G cellular network; it 
provides a useful framework for discussing standards and specifica-
tions for the technology. Users, or subscribers, to the network are 
fixed or mobile wireless devices, referred to in 5G documents as User 
Equipment (UE). Examples of fixed wireless UE include a modem 
that serves as an access point from a home or office Wi-Fi or Ethernet 
network to the 5G network, and IoT devices such as sensors or sur-
veillance cameras. Mobile UE includes cell phones, laptops, and other 
mobile or portable devices equipped with 5G capability.

The Air Interface, also called a Radio Interface, is the wireless link 
between UE and the nearest cellular base station. The air interface 
specifies the method for transmitting information over the air between 
base stations and mobile units, including protocols, frequency range, 
channel bandwidth, channel coding, and the modulation scheme.

The Radio Access Network (RAN) consists of a collection of base sta-
tions that provide service to the UE in a geographic region. The base 
station provides radio transmission and reception in one or more cells 
to or from the user equipment. A base station can have an integrated 
antenna or can be connected to an antenna by feeder cables. Each base 
station communicates with nearby base stations, generally wirelessly, 
to enable handoff of UE from one base station to another as the UE 
moves. The RAN also includes other management and transmission 
elements.
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Figure 1: Simplified View of 5G Network
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The Core Network is a backbone network that provides interconnec-
tion service between RANs in different regions; it provides access for 
UE to the Internet or other data networks and UE on other RANs. In 
addition, the core network implements numerous network functions 
that support user- and control-plane traffic and provides for Quality of 
Service (QoS) and management and orchestration. Core networks also 
generally provide both edge and central cloud services for 5G users.

The Transport Network is the collection of communication links that 
interconnect nodes of the RAN, as well as communication links con-
necting RAN elements to the 5G core network. Links between RAN 
elements and UE are generally not considered part of the transport 
network.

Standards and Specifications for 5G
Many of the important developments in information and technology 
and communications, such as the Internet, IoT, Cloud Computing, and 
Virtualization, have been driven in part by international standards. 
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However, in all of these cases, much of the technology was developed 
and deployed in advance of universally agreed-upon standards. The 
case of 5G is quite different. Although a reasonably complete set of 
standards based on fixed specification is only just coming to fruition, 
the implementations and deployments that preceded these standards 
and specifications anticipated their final form. Throughout the 5G 
ecosystem, which includes device and component manufacturers, cel-
lular network providers, network software providers, and application 
developers, the work done prior to the introduction of the first set 
of standards in 2020 closely follows what has ultimately been stan-
dardized. Going forward, there is universal agreement that 5G-related 
implementations will follow the standards.

Because an understanding of 5G depends on an understanding of the 
process by which the standards are developed and the content of those 
standards, the first part of this article provides an overview. It cov-
ers the two organizations that are responsible for the development of 
5G: the International Telecommunication Union (ITU) and the 3rd 
Generation Partnership Project (3GPP). In essence, the process of 
standards development for 5G follows this sequence:

1. The ITU has issued—and continues to issue—standards, called 
Recommendations, and other documents, called Reports, that 
define the overall concept for 5G, as well as the technical, perfor-
mance, and service requirements for 5G.

2. Based on the ITU requirements, as well as requirements generated 
by national and regional standards organizations and market- 
based organizations, 3GPP has developed—and continues to  
develop—a detailed set of technical specifications for the imple-
mentation of 5G.

3. The ITU has translated these specifications into international 
standards (Recommendations) that dictate how 5G is being 
implemented. 

This process is ongoing as further refinements and capabilities are 
added to the requirements and the technical specifications.

With respect to 5G, the two relevant components of ITU are the ITU 
Radiocommunication (ITU-R) Sector and the ITU Telecommunication 
Standardization (ITU-T) Sector. In general terms, ITU-R issues stan-
dards related to user requirements and the air interface. ITU-T issues 
standards related to the RAN, the transport network, and the core 
network.

ITU-R and IMT-2020
Perhaps the most prominent initiative by ITU-R is the International 
Mobile Telecommunications (IMT) project. IMT is the generic term 
the ITU community uses to designate broadband mobile systems. It 
encompasses IMT-2000, IMT-Advanced, and IMT-2020 collectively, 
which correspond to 3G, 4G, and 5G, respectively.

Introduction to 5G continued
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A foundational document in the definition of IMT-2020 is ITU-R 
Recommendation M.2083[1]. In broad strokes, this document devel-
ops a vision of the 5G mobile broadband connected society and future 
IMT. The two main contributions of this recommendation are a set of 
target values for key capabilities and a definition of usage scenarios, 
discussed subsequently.

M.2083 lists the eight key capabilities for IMT, together with the min-
imum requirements for each. The objectives that determined these 
target values follow:

• The user experience with IMT-2020 using a mobile device should 
match—to the extent possible—the experience with fixed networks. 
The enhancement will be realized by increased peak and user experi-
enced data rate, enhanced spectrum efficiency, reduced latency, and 
enhanced mobility support.

• IMT-2020 should support massive machine-to-machine intercon-
nections, for a variety of IoT environments.

• IMT-2020 should be able to provide these capabilities without 
undue burden in terms of energy consumption, network equipment 
cost, and deployment cost to make future IMT sustainable and 
affordable.

Figure 2, from M.2083, compares the capability requirements of IMT-
2020 (5G) to those of IMT-Advanced (4G). It shows that substantial 
improvements are mandated for all eight capabilities, with the most 
substantial required improvements in the areas of traffic capacity and 
network energy efficiency. 

The target values were published in 2015, with the admonition that 
they are presented for purposes of research and development and may 
be revised in light of future studies and implementation experience. 
This list was expanded and refined in 2017 into 13 technical perfor-
mance requirements in ITU-R Report M.2410[2]. The purpose of these 
performance requirements is to assure that there should be a notice-
able improvement of user Quality of Experience (QoE) for legacy 4G 
services and applications, and a high QoE for emerging 5G services 
and applications. Two terms should be distinguished:

• Quality of Service (QoS): The measurable end-to-end performance 
properties of a network service, which can be guaranteed in advance 
by a Service-Level Agreement (SLA) between a user and a service 
provider, so as to satisfy specific customer application requirements. 
Note: These properties may include throughput (bandwidth), transit 
delay (latency), error rates, priority, security, packet loss, and packet 
jitter.

• Quality of Experience (QoE): A subjective measure of performance 
in a system. QoE relies on human opinion and differs from QoS, 
which you can measure precisely.
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Figure 2: Enhancement of Key Capabilities from IMT-Advanced to IMT-2020
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In essence, the performance requirements for 5G are QoS measures 
designed to produce a high QoE. The M.2410 minimum technical per-
formance requirements are as follows:

• Peak Data Rate: The maximum achievable data rate under ideal 
conditions per user/device (in Gbps). The minimum target values are 
downlink peak data rate of 20 Gbps and uplink peak data rate of  
10 Gbps.

• Peak Spectral Efficiency: The maximum data rate under ideal con-
ditions normalized by channel bandwidth (in bits/s/Hz). Another 
way of expressing this term is that it is the maximum data rate that 
can be transmitted over a given bandwidth. The relationship can be 
expressed as follows: Rp = W × SEp, where Rp is peak data rate, W 
is the available bandwidth, and SEp is peak spectral efficiency. The 
minimum for peak spectral efficiencies is a downlink of 30 bps/Hz 
and uplink of 15 bps/Hz.

• User-Experienced Data Rate: The achievable data rate that is avail-
able ubiquitously across the coverage area to a mobile user/device 
(in Mbps or Gbps). This rate will depend the type of environment.

Introduction to 5G continued
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• 5th Percentile User Spectral Efficiency: The 5% point of the cumu-
lative distribution function of the normalized user throughput. The 
normalized user throughput is defined as the number of correctly 
received bits, that is, the number of bits contained in the Service 
Data Units (SDUs) delivered to Layer 3, over a certain period of 
time, divided by the channel bandwidth; it is measured in bits/s/Hz.

• Average Spectral Efficiency: The average data throughput per unit 
of spectrum resource and per cell (bits/s/Hz). The goal is a spectral 
efficiency of three times higher than IMT-Advanced.

• Area Traffic Capacity: The total traffic throughput served per geo-
graphic area (in Mbps/m2).

• Latency: Deals with transmission delays introduced by the network. 
Report M.2410 considers two types of latency:

 – User-Plane Latency: The contribution by the radio network to 
the time from when the source sends a packet to when the desti-
nation receives it (in ms).

 – Control-Plane Latency: Refers to the transition time from a most 
“battery efficient” state (for example, Idle state) to the start of 
continuous data transfer (for example, Active State). The mini-
mum requirement is 20 ms.

• Connection Density: The total number of connected and/or acces-
sible devices per unit area (per km2) that fulfills a specific QoS. The 
minimum requirement is 106/km2.

• Energy Efficiency: In general terms, the relation between useful 
output and energy consumption. In the context of M.2410, this 
parameter has two aspects:

 – Network Energy Efficiency: Refers to the quantity of informa-
tion bits transmitted to/received from users, per unit of energy 
consumption of the RAN (in bits/Joule). The objective is efficient 
data transmission when the load on the network is substantial. 
The energy consumption for the RAN of IMT-2020 should not 
be greater than for IMT-Advanced, while delivering the enhanced 
capabilities. The network energy efficiency should therefore be 
improved by a factor at least as great as the envisaged traffic 
capacity increase of IMT-2020 relative to IMT-Advanced.

 – Device Energy Efficiency: Refers to a quantity of information bits 
per unit of energy consumption of the communication module 
(in bits/Joule). The objective is low-energy consumption when no 
data is being sent or received.

• Reliability: The probability of successful transmission of a Layer 2/3 
packet within a required maximum time, which is the time it takes 
to deliver a small data packet from the radio protocol Layer 2/3 
SDU ingress point to the radio protocol Layer 2/3 SDU egress point 
of the radio interface at a certain channel quality.
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• Mobility: the maximum speed at which a defined QoS and seam-
less transfer between radio nodes that may belong to different layers 
and/or radio-access technologies (multi-layer/-RAT) can be achieved 
(in km/h). The following classes of mobility are defined:

 – Stationary: 0 km/hr

 – Pedestrian: 0 to 10 km/hr

 – Vehicular: 10 to 120 km/hr

 – High-Speed Vehicular: 120 to 5000 km/hr

• Mobility Interruption Time: The smallest time delay the system  
supports, during which the end-user device cannot exchange pack-
ets with any base stations during transmissions. The mobility 
interruption time includes the time required to execute any RAN 
procedure, radio resource control signaling protocol, or other mes-
sage exchanges between the mobile station and the RAN. The 
minimum requirement is 0 ms.

• Bandwidth: The maximum aggregated system bandwidth. The min-
imum requirement is 100 MHz.

ITU-T and IMT-2020 “Softwarization” 
As mentioned previously, the role of ITU-T in defining requirements 
and developing standards for IMT-2020 is complementary to that of 
ITU-R. ITU-T; it specifies requirements for overall non-radio aspects 
of the IMT-2020 network, especially with respect to network opera-
tions and support of service requirements. ITU-T Recommendations 
cover the core, RAN, and transport networks. ITU-T Y.3101[3] lists the 
following objectives with respect to IMT-2020:

1. Minimized dependency on access network technologies
2. Coping with traffic explosion in urban areas
3. Easy incorporation of future emerging services
4. Provision of a cost-efficient infrastructure
5. Expansion of the geographic reach of the network

The ITU-T approach to achieving these objectives depends in large part 
on the introduction of network softwarization in IMT-2020 network 
components. Y.3101 defines network softwarization as an overall 
approach for designing, implementing, deploying, managing, and 
maintaining network equipment and/or network components by soft-
ware programming. It enables you to use modular network functions 
that you can deploy and scale on demand to accommodate various use 
cases easily and cost-efficiently. 

Four aspects of network softwarization are important in 5G networks 
and are reflected in the ITU-T documents:

• Software-Defined Networking (SDN): An approach to designing, 
building, and operating large-scale networks based on programming 
the forwarding decisions in routers and switches with software from 
a central server. SDN differs from traditional networking, which 
requires configuring each device separately and relies on protocols 
that you cannot alter.

Introduction to 5G continued
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• Network Functions Virtualization (NFV)[18]: The virtualization of 
compute, storage, and network functions by implementing these 
functions in software and running them on virtual machines. NFV 
decouples network functions, such as routing, firewalling, intrusion 
detection, and network address translation from proprietary hard-
ware platforms and implements these functions in software. It uses 
standard virtualization technologies that run on high-performance 
hardware to virtualize network functions. It is applicable to any 
data-plane processing or control-plane function in both wired and 
wireless network infrastructures.

• Edge Computing: A distributed Information Technology (IT) archi-
tecture in which client data is processed at the periphery of the 
network, as close to the originating source as possible.

• Cloud-Edge Computing: A form of edge computing that offers appli- 
cation developers and service providers cloud computing capabili-
ties, as well as an IT service environment, at the edge of a network. 
The aim is to deliver compute, storage, and bandwidth much closer 
to data inputs and/or end users. 

Network softwarization allows you to implement one of the essen-
tial features of 5G networks: network slicing. Network slicing permits 
you to separate a physical network into multiple virtual networks 
(logical segments) that can support different QoS requirements from 
applications and end users. Network slicing involves the selection and 
reservation of resources in the air interface, the RAN, the transport 
network, and the core network.

In essence, network slicing allows you to create multiple virtual net-
works atop a shared physical infrastructure. In this virtualized network 
scenario, physical components are secondary and logical (software-
based) partitions are paramount, devoting capacity to certain purposes 
dynamically, according to your need. As your needs change, so can 
your devoted resources. Using common resources such as storage and 
processors, network slicing enables you to create slices devoted to 
logical, self-contained, and partitioned network functions. Network 
slicing supports the creation of virtual networks to provide a given 
QoS, such as guaranteed delay, throughput, reliability, and/or priority.

Figure 3, from ITU-T Recommendation Y.3150[4], illustrates how 
network softwarization is incorporated in the design of IMT-2020 
networks. The underlying physical infrastructure consists of a hetero-
geneous collection of network, computing, and storage resources. The 
figure shows four network resource categories. The access technolo-
gies consist of the resources at the air interface, including bandwidth, 
access protocol, channel coding, and modulation scheme. The mobile 
fronthaul refers to network paths between centralized radio control-
lers and remote radio units of a base-station function. The mobile 
backhaul refers to the network path between base-station systems and 
a core network. The transport resources consist of the switching hard-
ware and software for routing data packets in the transport and core 
networks; an SDN controller manages these packets. 
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Using NFV, these underlying resources are abstracted to virtual 
resources used to create network slices, under the control of the man-
agement and orchestration function. Individual network slices can 
have specific characteristics that reflect various different requirements 
derived from application and services.

Figure 3: Network Softwarization for IMT-2020
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ITU-T IMT-2020 Core Network Framework
ITU-T Recommendation Y.3102[5] provides the framework for overall 
non-radio aspects of the IMT-2020 network. Figure 4, from Y.3102, 
illustrates the interactions between the network functions for provid-
ing network service.

The framework delineates three domains. The User Equipment (UE) 
domain consists of devices that transmit and receive data over the 
IMT-2020 network. The Access Network (AN) domain is the wireless 
connection between the UE and the Core Network (CN), defined by 
the ITU-R radio interface recommendations.

The framework diagram also depicts the division between a control 
plane and a user plane, which cuts across the AN and CN.

Introduction to 5G continued
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Figure 4: Framework of the IMT-2020 Network
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The Control Plane performs the call and connection control functions. 
For this purpose, a signaling connection between the UE and the CN 
exchanges signaling messages that manage the signaling connection 
and the call established for the UE. The Control-Plane functions are 
requested and managed via control signals that are exchanged between 
UE and the AN, and between the AN and the CN. Through signaling, 
the control plane sets up and releases connections, and may restore a 
connection if a failure occurs. The control plane also performs other 
functions that support call and connection control, such as routing 
information dissemination. 

The core network includes the following functional elements:

• Network Access Control Function (NACF): Provides access to the 
CN services for the AN and UE. NACF includes:

 – Registration Management: Enables UE to register for network 
access. NACF performs, but is not limited to, network slice 
instance selection, UE authentication, authorization of network 
access and network services, and network access policy control.

 – Connection Management: Establishes and releases a signaling 
connection between the UE and the core network.
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 – Session Management Function Selection: Determines the ses-
sion management function that is most appropriate to establish 
and manage a session. In the context of IMT-2020, a session is 
an association between UE and a data network that provides a 
Protocol Data Unit (PDU) connectivity service.

• Session Management Function (SMF): Sets up and manages one or 
more sessions that provide connectivity between the local UE and a 
remote UE. This function deals with user path selection and enforce-
ment of policies, including QoS policy and charging policy.

• Policy Control Function (PCF): Provides for control and manage-
ment of policy rules.

• Capability Exposure Function (CEF): Enables the exposure of net-
work functions and network slices as a service to third parties.

• Network Function Registry Function (NFR): Assists the discovery 
and selection of required network functions.

• Unified Subscription Management Function (USM): Stores and 
manages UE context and subscription information including, but 
not limited to, UE information on registration and mobility man-
agement, information on network functions that serve the UE, and 
information on session management. USM also provides UE authen-
tication information to the Authentication Server Function (ASF).

• Network Slice Selection Function (NSSF): When UE requests reg-
istration with the network, NACF sends a network slice selection 
request to NSSF with preferred network slice selection information. 
The NSSF responds with a message including the list of appropriate 
network slice instances for the UE.

• Authentication Server Function (ASF): Performs authentication 
between UE and the network.

• Application Function (AF): Interacts with application services that 
require dynamic policy control. AF extracts session-related infor-
mation (for example, QoS requirements) from application signaling 
and provides it to PCF in support of its rule generation.

The user plane refers to the set of traffic forwarding components 
through which traffic flows. Its principal function is to provide trans-
fer of end-user information.

The sole functional element in the user plane is the User Plane Function 
(UPF). This function includes traffic routing and forwarding, Protocol 
Data Unit (PDU) session tunnel management, and QoS enforcement. 
The PDU session tunnels are used between AN and UPF(s) as well as 
between different UPFs as user-plane data transport for PDU sessions. 
UPF also provides optional functions including packet inspection and 
collection of User-Plane (UP) traffic for lawful intercept. In order to 
accommodate the diversity of network scenarios, UPF may also pro-
vide interworking functions among different network segments, for 
example, interworking between the IP-based core network and the 
non-IP-based access network.

Introduction to 5G continued
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Y.3102 also lists the primary network services that the supported core 
network framework supports. They include:

• Registration Management (RM): Register or deregister UE with the 
IMT-2020 network and establish the user context in the network.

• Connection Management (CM): Establish and release the signaling 
connection between the UE and NACF.

• Session Management (SM): Manages PDU sessions including con-
trol of PDU session tunnel establishment, modification, and release.

• User-Plane Management (UPM): Forward user traffic, including 
user traffic rerouting between UPFs because of the serving UPF relo-
cation and enforcement of QoS policies.

• Mobility Management (MM): Used to handle all aspects related to 
UE mobility. Mobility management aspects include, but are not lim-
ited to, UE reachability and handover management.

3GPP
The 3rd Generation Partnership Project (3GPP) was formed in 
1998 by a global consortium of regional Standards Development 
Organizations (SDOs) to develop technology specifications for 3G cel-
lular networks. Because it involved the efforts of the world’s leading 
national standards organizations, 3GPP became the dominant agent in 
the development of specifications for 3G, then 4G, and now 5G cel-
lular networks.

3GPP began work in 2016 on defining 5G technical specifications for 
a new radio access technology, known as 5G NR (New Radio) and 
a next-generation network architecture (5G NextGen). Unlike previ-
ous generations, competing standards bodies are no longer working on 
potential solutions for 5G.

Figure 5 shows the key players in the 3GPP process and their rela-
tionships to one another. Within the 3GPP organization is a Project 
Coordination Group (PCG). It is responsible for overall time frame 
and management of technical work to ensure that the 3GPP specifica-
tions are produced in a timely manner as required by the marketplace. 
Subordinate to the PCG are three Technical Specification Groups 
(TSGs). Each TSG has the responsibility to prepare, approve, and 
maintain the specifications within its terms of reference; it may orga-
nize its work in Working Groups (WGs) and liaise with other groups 
as appropriate. The TSGs report to the PCG.

Key to the 3GPP process are the organizational partners. An organi-
zational partner is a standards organization with a national, regional, 
or other officially recognized status (in its country or region) that has 
the capability and authority to publish standards nationally or region-
ally. Associated with organizational partners are individual members, 
which are member companies affiliated with one of the organizational 
partners. 
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Finally, there are market-representation partners, which are organi-
zations invited to participate by the organizational partners to offer 
market advice to 3GPP and to bring into 3GPP a consensus view of 
market requirements (for example, services, features, and functions) 
falling within the 3GPP scope.

Figure 5: 3GPP Process
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Figure 6 shows, in general terms, the flow of information between the 
previously mentioned entities. The PCG plans the work of 3GPP based 
on requirements provided by the organizational partners and the mar-
ket representation partners. The organizational partners are influenced 
particularly by their respective national and regional governments 
and regulators, whereas the market representation partners generate 
requirements dictated by the potential market. Individual members 
provide technical contributions to the TSGs, which ultimately result in 
technical specifications. These specifications are transmitted from the 
TSGs to the organizational partners, who translate them into national 
and regional standards. Finally, these standards serve as input to ITU 
in the development of 5G-related Recommendations.

3GPP Releases
3GPP uses a system of parallel Releases that provide developers with a 
stable platform for the implementation of features at a given point and 
then allow for the addition of new functions in subsequent Releases. 
Releases are staggered and work is done on multiple Releases in par-
allel at different stages. When a Release is finalized, it means that all 
new features are functionally frozen and ready for implementation. 
Furthermore, each 3GPP Release is self-contained, meaning that you 
can build a cellular system based on the set of frozen specifications in 
that Release. 

Introduction to 5G continued
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As such, Releases do not just contain the newly implemented features, 
but instead are introduced in a highly iterative manner that builds 
upon previous Releases. Table 1 provides information on the three 
releases relating to 5G that are completed at the time of this writing. 
Release 15 provided an early definition of useful 5G features to enable 
deployment by 2020. Subsequent releases add progressively more 
functions. Release 16 should closely resemble the initial set of IMT-
2020 Recommendations issued by ITU in 2020.

Table 1. 3GPP Releases for 5G

Release # Status Functional Freeze End Date

Release 17 Frozen 2022-03-18 2022-06-10

Release 16 Frozen 2020-07-03 2020-07-03

Release 15 Frozen 2019-03-22 2019-06-07

 
When a Release is frozen, the TSGs can add no additional functions to 
the specifications. However, detailed protocol specifications may not 
yet be complete. The end date shown in Table 1 is indicative only, since 
for each Release, a considerable number of refinements and correc-
tions can be expected for at least two years following this date.

3GPP Requirements for 5G
The 3GPP documents include a description of 5G requirements that 
are significantly more detailed than those provided in the ITU docu-
ments. As such, they provide an important guide to implementers of 
5G networks, components, and systems as to what the market require-
ments are for 5G success (Refer to Figure 6). 

Figure 6: 3GPP Basic Capability Requirements

Network Slicing
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Multiple Access Technologies
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Efficient User Plane
Efficient Content Delivery
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Dynamic Policy Control
Connectivity Models
Network Capability Exposure
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Flexible Broadcast/Multicast Service

Subscription Aspects
Energy Efficiency
Markets Requiring Minimal Service Levels
Extreme Long-Range Coverage in  
    Low-Density Areas
Multi-Network Connectivity and Service  
    Delivery Across Operators
3GPP Access Network Selection
eV2X Aspects
NG-RAN Sharing
Unified Access Control
QoS Monitoring
Ethernet Transport Services

Non-Public Networks
5G LAN-Type Service
Positioning Services
Cyber-Physical Control Applications in 
    Vertical Domains
Messaging Aspects
Steering of Roaming
Minimization of Service Interruption
UAV Aspects
Video, Imaging, and Audio for 
    Professional Applications
Critical Medical Applications

eV2X = Enhanced Vehicle-to-Everything              UAV = Unmanned Aerial Vehicle

3GPP Technical Specification TS 22.261[6] defines requirements for 34 
basic capabilities to be provided by a 5G network; they are listed in 
Figure 6. For each capability, TS 22.261 provides a description and 
elaborates on the requirements for that capability. 
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TS 22.261 also lists performance requirements that are more detailed 
and more demanding than those defined in ITU-R Report M.2410. 
The requirements cover the following categories:

• High Data Rates and Traffic Densities: Several 5G scenarios require 
the support of very high data rates or traffic densities, including 
urban and rural areas, office and home, and special deployments 
(for example, massive gatherings, broadcast, residential, and high-
speed vehicles).

• Low Latency and High Reliability: Some scenarios require the 
support of very low latency and very high communications service 
availability, which in turn implies very high reliability. The overall 
service latency depends on the delay on the radio interface, trans-
mission within the 5G system, transmission to a server that may 
be outside the 5G system, and data processing. Some of these fac-
tors depend directly on the 5G system itself, whereas for others the 
impact can be reduced by suitable interconnections between the 5G 
system and services or servers outside of the 5G system, for exam-
ple, to allow local hosting of the services. TS 22.261 provides an 
overview of potential scenarios and references other technical speci-
fications for specific requirements.

• High Accuracy Positioning: The 5G System shall provide different 
5G positioning services with configurable performances working 
points (for example, accuracy, positioning service availability, posi-
tioning service latency, energy consumption, update rate, and time 
to first fix) according to the needs of users, operators, and third par-
ties. TS 22.261 lists quantitative requirements for numerous indoor 
and outdoor scenarios.

• Key Performance Indicators (KPIs) for a 5G System with Satellite 
Access: In some contexts, a 5G access network will use at least 
one satellite link. KPIs defined in TS 22.261 include minimum and 
maximum UE-to-satellite delay for various earth orbits, as well as 
maximum propagation delay.

• High Availability IoT Traffic: This requirement is concerned specifi-
cally with medical monitoring but is applicable to other scenarios 
that require highly reliable machine-type communication in both 
stationary and highly mobile settings.

• High Data Rate and Low Latency: This requirement defines data 
and latency requirements for such scenarios as audio-visual interac-
tion, gaming, and virtual reality.

• KPIs for UE-to-Network Relaying in 5G System: In several sce-
narios, it can be beneficial to relay communication between one UE 
and the network via one or more other UEs. This category includes 
performance requirements for various scenarios.

Usage Scenarios and Use Cases
Two important concepts in ITU-R Recommendation M.2083 and 
related documents are Usage Scenario and Use Case. No ITU docu-
ment defines these terms, but the following definitions should suffice 
for this article.

Introduction to 5G continued
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• Usage Scenario: A general description of a way in which an IMT 
network is used. A usage scenario dictates various performance and 
technical requirements. A wide but nevertheless constrained variety 
of use cases are encompassed by a usage scenario.

• Use Case: A specific application or way of using an IMT network; 
also, a general account of a situation or course of actions that use 
an IMT network. It is described from the end user’s perspective and 
illustrates fundamental characteristics. A use case dictates more spe-
cific and refined performance and technical requirements than the 
corresponding usage scenario.

M.2083 defines three usage scenarios: enhanced mobile broadband, 
massive machine-type communications, and ultra-reliable and low-
latency communications. Figure 7, from M.2083, indicates the relative 
importance of the key capabilities for the three usage scenarios.

Figure 7: The Importance of Key Capabilities in Different Usage Scenarios
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Enhanced Mobile Broadband
Enhanced Mobile Broadband (eMBB) is the 5G feature that provides 
a significant increase in data rate over 4G for a normal mobile Internet 
user. Enhanced mobile broadband services allow users to experience 
high-speed and high-quality multimedia services such as virtual reality, 
Augmented Reality (AR), and 4,000-pixels horizontal resolution (4K) 
video, at any time and place. 
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These applications require reasonably low-latency and good connec-
tion density, with a high demand on the other six key capabilities. 
In addition to the consumption of multimedia content for entertain-
ment purposes, eMBB supports numerous business applications. They 
include cloud access apps for commuters and other off-site employees, 
the ability of remote workers to communicate with the back office, or 
indeed an entire smart office where all devices are wirelessly and seam-
lessly connected.

Of the three usage scenarios defined in M.2083, eMBB is the only 
general-purpose case, and it is the one that is most familiar to current 
4G users. In essence, eMBB is an enhanced version of 4G, providing 
improved performance and an increasingly seamless user experience.

ITU-R Report M.2410 lists three deployment options that character-
ize the scope of eMBB and that are used for purposes of evaluation of 
candidate specifications: indoor hotspot, dense urban, and rural. The 
remainder of this section provides a brief overview of all three.

ITU-R Report M.2412[7] defines Indoor Hotspot as “…an indoor 
isolated environment at offices and/or in shopping malls based on 
stationary and pedestrian users with very high user density.” This 
deployment scenario focuses on small coverage per site/Transmission 
and Reception Point (TRxP) and high user throughput or user den-
sity in buildings. The key characteristics of this deployment scenario 
are high capacity, high user density, and consistent user experience 
indoors.

5G capabilities should enable a seamless interface for users moving into 
and out of the indoor zone, without the necessity of joining a Wi-Fi 
network for indoor use. Types of demand include frequent upload and 
download of data from a company’s servers and real-time video meet-
ings with local as well as remote participants.

One of the main challenges for supporting 5G use cases in the indoor 
environment is a consequence of the use of much higher-frequency 
bands for 5G than are used for 4G and earlier generations. These 
higher bands lead to greater link losses. For example, outdoor sig-
nals on the C band will be subject to an 8- to 13-dB link loss when 
penetrating through one concrete wall. The signals on the higher-mm 
wave band will experience difficulty in penetrating through a wall as 
the link loss exceeds 60 dB. It is a considerable challenge for outdoor 
5G macro signals to cover indoor areas, and a dedicated 5G network 
consisting of interconnected base stations will be required for indoor 
environments.

An example use case in the indoor hotspot category is the smart office. 
The installation of 5G networks in the office environment can enable 
dramatic changes in the capabilities that businesses can exploit. 

Introduction to 5G continued
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Examples of features now in use or that may soon be in use in 
5G-enabled workplaces include:

• Facial recognition can be used for entrance security. The employee 
need not carry an identification tag or use some sort of token to gain 
entrance.

• A 5G virtual desktop infrastructure enables workers to connect their 
mobile device on a docking pad to a cloud computing system.

• Workers can convene remote conferences, talking to each other’s 
avatars in cyberspace.

• Security systems can use high-definition video to monitor in greater 
detail and expand the ability to scan for security threats.

• Workers have faster access to a broader selection of apps.

• 5G enables real-time collaboration between people and things, pos-
sibly including augmented reality features.

• Real-time video interaction will become standard. This access allows 
capabilities such as real-time troubleshooting and ad hoc meetings.

• Synchronization of local data with the cloud becomes almost instan-
taneous, further enhancing collaboration.

• Sensors or facial recognition can tell if people are in the building and 
where they are at any given moment.

In essence, the smart office use case is characterized by heavy data 
use, with a particular reliance on high-definition video, in an indoor 
environment with low mobility requirements. In this use case scenario 
hundreds of users require ultra-high bandwidth to serve intense band-
width applications. To some extent, Wi-Fi supports these capabilities, 
but with the increasing demands for high traffic volume, high density 
of users, and seamless integration of local and wide-area communi-
cations, a unified 5G solution has inherent advantages over a mixed 
Wi-Fi/cellular environment.

ITU-R Report M.2412[7] defines Dense Urban as “…an urban envi-
ronment with high user density and traffic loads focusing on pedestrian 
and vehicular users.” The dense urban microcellular deployment sce-
nario focuses on macro TRxPs with or without micro TRxPs and high 
user densities and traffic loads in city centers and dense urban areas. 
The key characteristics of this deployment scenario are high traffic 
loads and outdoor-to-outdoor and outdoor-to-indoor coverage.

The dense urban environment for 5G is characterized by the use of 
a dense collection of small cells to supplement macro cells for two 
reasons[8]:

• The concentrated collection of stationary, pedestrian, and vehicular 
users, with 5G use cases, generates a tremendous traffic load.

• 5G-mm Wave networks are predominantly noise-limited. The result 
is that only small cell sizes can be supported.
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An example use case in this category is provided by the EU proj-
ect METIS (Mobile and wireless communications Enablers for the 
Twenty-twenty Information Society)[9]. It refers to the connectivity 
and data rates required for users of high-volume services at any place 
and at any time in a dense urban environment, including both user 
interaction with cloud services and data- and device-centric services.

5G enables enhanced cloud services beyond the traditional services 
of web browsing, file download, and social media. Enhanced services 
include high-definition video streaming and video sharing. Enhanced 
device-centric services include augmented reality with information 
fetched from sensors, smart phones, wirelessly connected cameras, and 
other sources. The main features of this use case follow:

• High traffic loads
• Low mobility
• High data rate
• Outdoor coverage
• Outdoor-to-indoor coverage
• Support for both low and high frequency
• Limited interference 
• High user density

This use case presents two unique challenges:

• Users expect the same QoE in any context, including at their work-
place, enjoying leisure activities such as shopping or being on the 
move, on foot, or in a vehicle.

• Users in urban environments tend to dynamically cluster. Examples 
include people waiting at a traffic light or bus stop and conference 
room meetings at the workplace. These clusters lead to sudden peaks 
of geographically concentrated mobile broadband demand.

ITU-R Report M.2412[7] defines Rural-eMBB as “…a rural environ-
ment with larger and continuous wide area coverage, supporting 
pedestrian, vehicular and high-speed vehicular users.” The rural 
deployment scenario focuses on larger and continuous coverage. The 
key characteristics of this scenario are continuous wide area coverage 
supporting high-speed vehicles. This scenario uses macro TRxPs, and 
is noise- and/or interference-limited.

The rural deployment also supports last-mile service to residences 
and other subscribers to provide telephone and Internet access. Many 
homes may be near a fiber connection, but the deployment of the last 
mile of the cabling can be very expensive and not necessarily cost-
effective. The addition of new subscribers, or households, may be very 
expensive if new cables need to be installed. It may also require the 
operator to support two distinct systems, each with its own subscrip-
tion management, for wired and wireless subscribers. To address this 
problem, delivering the last mile wirelessly may be a viable option. 
Such solutions are known as Wireless Local Loop (WLL), where the 
last mile is delivered wirelessly.

Introduction to 5G continued
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Massive Machine Type Communications
Massive Machine Type Communications (mMTC) is characterized 
by a very large number of connected devices typically transmitting 
a relatively low volume of non-delay-sensitive data. However, the 
machine-to-machine communications involves a range of performance 
and operational requirements. Devices are required to be low-cost and 
have a very long battery life, such as five years or longer.

The mMTC usage scenario defined by ITU-R represents a subset of the 
total IoT universe. A white paper from Ericsson[10] lists four segments 
that comprise IoT:

• Massive IoT: Massive IoT is characterized by huge volumes of con-
strained devices that send and/or receive messages infrequently. The 
traffic is often tolerant of delay. Examples of use cases include low-
cost sensors, meters, wearables, and trackers. Such devices are often 
deployed in challenging radio conditions such as in the basement of 
a building. Therefore, they require extended coverage and may rely 
solely on a battery power supply that puts extreme requirements on 
the life of the battery.

• Broadband IoT: Broadband IoT is an application of eMBB to the 
IoT environment, providing high data rates and relatively low laten-
cies. Examples of use cases are in the areas of automotive, drones, 
Augmented Reality/Virtual Reality (AR/VR), utilities, manufactur-
ing, and wearables.

• Critical IoT: Critical IoT is an application of Ultra Reliable and 
Low Latency Communications (URLCC) to the IoT environment, 
providing extremely low latencies and ultra-high reliability at a vari-
ety of data rates. In contrast to Broadband IoT, which achieves low 
latency on best effort, critical IoT is intended to deliver data within 
strict latency bounds with required guarantee levels, even in heavily 
loaded networks. Examples of use cases are in the areas of intelligent 
transportation systems, smart utilities, remote healthcare, smart 
manufacturing, and fully immersive AR/VR.

• Industrial Automation IoT: This segment supports seamless integra-
tion of cellular connectivity into the wired industrial infrastructure 
used for real-time advanced automation. These applications have 
extremely demanding requirements such as very accurate indoor 
positioning and time synchronization across devices and networks.

Massive IoT, as defined by Ericsson, is equivalent to mMTC defined 
by ITU-R. In terms of the number of connections, mMTC is the most 
rapidly growing segment of IoT[11]. Table 2, based on a 2020 Ericsson 
white paper[12], indicates likely mMTC use cases that 5G supports.
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Table 2: Industry and Society Applications Enabled by Massive IoT 

    Application Area     Use Cases

Transport and Logistics Fleet Management 
Goods Tracking

Agriculture Climate / Agriculture Monitoring 
Livestock Tracking

Environment Process Monitoring and Control 
Maintenance Monitoring

Industrial Process Monitoring and Control 
Maintenance Monitoring

Utilities Smart Metering 
Smart Grid Management

Smart Cities Parking Sensors 
Smart Bicycles 
Waste Management 
Smart Lighting

Smart Buildings Smoke Detectors 
Alarm Systems 
Home Automation

Consumers Wearables 
Children/Elderly Tracking 
Medical Monitoring

An important group of mMTC use cases are in the general category of 
smart cities. ITU-T 4900[13] defines a Smart Sustainable City, or sim-
ply Smart City, as follows: A smart sustainable city is an innovative 
city that uses Information and Communication Technologies (ICTs) 
and other means to improve quality of life, efficiency of urban opera-
tion and services, and competitiveness, while ensuring that it meets 
the needs of present and future generations with respect to economic, 
social, environmental, and cultural aspects. 

The sustainability of a smart city is based on four main aspects:

• Economic: The ability to generate income and employment for the 
livelihood of the inhabitants.

• Social: The ability to ensure that the welfare (safety, health, educa-
tion) of the citizens can be equally delivered despite differences in 
class, race, or gender.

• Environmental: The ability to protect future quality and reproduc-
ibility of natural resources.

• Governance: The ability to maintain social conditions of stability, 
democracy, participation, and justice.

Some smart-city use cases, such as Public Protection and Disaster 
Relief (PPDR), fit into the URLCC usage scenario, but many others 
fall into the mMTC usage scenario category. 
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As examples, ITU-T Series Y Supplement 56[14] lists the following 
mMTC demonstration examples of smart-city use cases:

• Pedestrian Monitoring for Decisive Disaster Response: Involves the  
installation of surveillance cameras throughout a city that can mon-
itor crowd size and behavior and transmit this information to a 
central monitoring/management source. The cameras monitor loca-
tions that are likely to draw large groups of people, such as near a 
railroad or subway station or near a school. If a disaster occurs near 
one of these sites, the system provides real-time information about 
the size of the crowd at risk. In addition, the pedestrian monitor-
ing system facilitates the understanding of the behavior of crowds  
and the detection of abnormal situations by analyzing images cap-
tured by surveillance cameras. If it detects any abnormality, the 
system automatically provides information or instructions for evac-
uation from the disaster site or for prevention of accidents.

• Citizens’ Safety Services: Involves interworking between smart-city  
operation centers and fire and police stations for the citizens’ safety 
services. Surveillance cameras are deployed throughout the city to 
provide extensive coverage with a minimum number of cameras. 
IoT-enabled traffic sensors deployed throughout the city can mea-
sure rate and volume of traffic. The operations center connects 
wirelessly to the cameras and sensors to provide a central source of 
information. The operations center provides traffic information to 
the first responders to enable them to take the best route to the scene 
of an emergency.

• Lift Monitoring Services: Involves monitoring lifts, or elevators, 
throughout a city. One such system developed by Surbana Jurong 
is deployed in Singapore and other Asian cities. The system consists 
of a central Lift Monitoring System (LMS) and IoT-enabled sensors 
installed in lifts throughout the city. The installation in Singapore 
monitors more than 26,000 lifts across 10,000 housing units. The 
system enables rapid response to elevator malfunction. In addition, 
the sensor devices capture data on an ongoing basis. This data, 
using machine-learning algorithms, is used to predict future failures, 
allowing for optimized maintenance and reduced downtime.

• Infrastructure Monitoring: Involves using IoT sensor devices to 
monitor aging infrastructure elements to support automated inspec-
tion, diagnosis, confirmation of repair effort, and subsequent status 
check. The scheme can be applied to bridges, tunnels, and paved 
roads.

• Citizen Identification System Using Biometric: Has objective to pro-
vide a digital identity to the entire population to serve as the basis 
for accessing social services and interacting with the government at 
various levels. One such system, called Aadhaar, is deployed nation-
wide in India and currently has over one billion people registered. In 
any large Indian city, there are tens or even hundreds of thousands 
of Aadhaar devices in use for registration and service access. These 
devices form a massive IoT network connected to a central server.
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Ultra-Reliable and Low-Latency Communications
URLLC is a form of machine-to-machine communications that enables 
delay-sensitive and mission-critical services that require very low end-
to-end delay, such as tactile Internet, remote control of medical or 
industrial robots, driverless cars, and real-time traffic control.

Figure 7 (earlier in this article) indicates that two parameters are of 
high importance for URLLC: latency and mobility. ITU-R Report 
M.2410 breaks the latency requirement into two parts: 

• User-Plane Latency: is the contribution by the radio network to the 
time from when the source sends a packet to when the destination 
receives it (in ms). It is defined as the one-way time it takes to suc-
cessfully deliver an application layer packet/message from the radio 
protocol Layer 2/3 SDU ingress point to the radio protocol Layer 2/3 
SDU egress point of the radio interface in either uplink or downlink 
in the network for a given service in unloaded conditions, assuming 
the mobile station is in the active state. The minimum requirement 
(that is, the maximum allowable value) is 1 ms assuming unloaded 
conditions (that is, a single user) for small IP packets (for example, 
0-byte payload + IP header), for both downlink and uplink.

• Control-Plane Latency: refers to the transition time from a most 
battery efficient state (for example, Idle state) to the start of con-
tinuous data transfer (for example, Active state). The minimum 
requirement is 20 ms.

User-Plane latency, however, is only one component that UE experi-
ences overall, as illustrated in Figure 8. The End-to-End (E2E) latency 
is generally defined as the time it takes from when a data packet is sent 
from the transmitting end to when it is received at the receiving entity; 
for example, Internet server or other device. The measurement refer-
ence is the interface between Layers 2 and 3. It is also referred to as 
One-Trip Time (OTT). It includes the user-plane latency in one direc-
tion, transport network delays, and application processing time.

Figure 8: E2E Latency and Round-Trip Time Latency
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A related measure is Round-Trip Time (RTT), which is the time from 
when a data packet is sent from a source device until an acknowledge-
ment or response is received from the destination device. Unfortunately, 
E2E latency is sometimes equal to RTT latency in the literature, even 
in some 3GPP documents. However, the implication in most standards 
and specification documents is that E2E latency refers to one-way 
latency, not round-trip.

Mobility is the maximum UE speed (in km/h) at which a QoS can be 
achieved. Mobility assumes a seamless transfer between radio nodes 
that may belong to different layers and/or radio access technologies 
(multi-layer/RAT) can be achieved. The following classes of mobility 
are defined:

• Stationary: 0 km/h
• Pedestrian: 0 to 10 km/h
• Vehicular: 10 to 120 km/h
• High-speed vehicular: 120 to 500 km/h

M.2410 does not provide a specific measure of QoS. Report ITU-R 
M.2412 defines QoS as successful delivery of 99% of messages within 
10s.

Another aspect of mobility addressed in M.2410 is Mobility Inter-
ruption Time, which is the shortest time duration supported by the 
system during which UE cannot exchange user-plane packets with any 
base station during transitions. This number includes the time required 
to execute any RAN procedure, radio resource control signaling pro-
tocol, or other message exchanges between the mobile station and the 
RAN. The minimum requirement for mobility interruption time is 0 
ms. Thus, there should be no interruption of service when moving UE 
switches from one base station to another.

URLLC Use Cases
A URLLC white paper from 5G Americas[15], one of the 3GPP mar-
ket representation partners, provides a useful way of understanding 
the wide variety of URLLC use cases by focusing on emerging mis-
sion-critical applications that have demanding reliability and latency 
requirements. These use cases include:

• Smart Factory
• Ground Vehicles, Drones, and Robots
• Tactile Interaction
• Augmented Reality and Virtual Reality
• Emergency, Disasters, and Public Safety
• Urgent Health Care
• Intelligent Transportation

The area that has perhaps received the most attention as an applica-
tion area that requires URLLC support is that of the Smart Factory or 
Industrial Automation. This application area is typified by extremely 
demanding reliability and latency requirements for 5G communication 
links between sensors, actuators, and controllers. 
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Traditionally, Ethernet has been used to provide network connectivity. 
For smart factories, wireless networks provide many advantages over 
Ethernet:

• Reduced cost of manufacturing, installation, and maintenance

• Higher long-term reliability as wired connections suffer from wear 
and tear in motion applications

• Inherent deployment flexibility

With 5G, dispersed IoT sensors, actuators, controllers, and robots 
driven by software command and control can expand the ability to 
more fully automate an industrial process.

The application area that encompasses Ground Vehicles, Drones, 
and Robots refers to remotely controlled mobile devices and robots. 
Such devices are in common use in factory applications, but are also 
deployed in other contexts, such as smart agriculture. One area of par-
ticular interest is unmanned aircraft traffic management.

Tactile Interaction refers to a level of responsiveness that works at 
a human scale. For example, remote health care or gaming applica-
tions may require very low round-trip times to convince human senses 
that the perceived touch, sight, and sound are lifelike. These use cases 
involve interaction between humans and systems, where humans wire-
lessly control real and virtual objects, and the interaction requires a 
tactile control signal with audio or visual feedback. Robotic controls 
and interaction include several scenarios with many applications in 
manufacturing, remote medical care, and autonomous cars. The tactile 
interaction requires real-time reactions on the order of a few millisec-
onds. Remote surgery, discussed later in this article, is perhaps the most 
demanding use case. Table 3 gives typical values of Key Performance 
Indicators (KPIs) for tactile Internet applications.

Table 3: Key Performance Indicators for Tactile Internet 

  KPI     Value

Traffic Volume Density 0.03–1 Mbps/m2 / (cell radius 100 m2)

Experienced User Throughput 0.3–1 Mbps (UL)

Latency User-plane latency less than 2 ms

Availability >99.999%

Reliability >99.999 % for healthcare or remote driving/manipulation

95 % for remote gaming or remote augmented reality

AR and VR tend to have relatively high data-rate requirements. Some 
specific use cases also have URLLC requirements. 

Introduction to 5G continued
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A paper from the Next Generation Mobile Networks Alliance 
(NGMN)[16] lists three AR/VR examples with URLLC requirements:

• Augmented Worker: Augmented work is work that integrates dig-
ital technologies into the industrial environment to improve how 
work is done. Augmented work is appropriate for situations when 
it is not cost-effective or even possible to fully automate tasks, but 
it is desirable to augment the capabilities of the human worker. A 
good example is a task such as equipment repair where the access 
is difficult (for example, a hazardous environment) or the expert is 
at a remote place. The remote worker can be equipped with an AR 
headset and some sort of tactile interface for remote control. Sensor 
information from the remote target location in terms of audio, video, 
and haptic (tactile) enables the remote operator to control actuators 
at the target location to achieve the required work. 

• 360 Panoramic VR View Video Broadcasting: 360-degree videos 
are video recordings where a view in every direction is recorded at 
the same time, shot using an omnidirectional camera or a collection 
of cameras. With 360 panoramic VR view video broadcasting, the 
video is broadcast in real time. Remote users with VR headsets can 
view the live video feed, and by turning their head, see the point of 
view change in real time.

• AR and MR Cloud Gaming: A good example of an application 
in the AR/VR area that requires URLLC performance is AR and 
Mixed Reality (MR) cloud gaming, which is real-time game playing 
using a thin client with the bulk of the software on edge servers. This 
online gaming service provides on-demand streaming of games onto 
computers, consoles, and mobile devices. Thus, the user does not 
have to upgrade frequently and to deal with compatibility issues. 
Highly interactive games with tight QoS requirements generate the 
need for low-latency network performance.

Use cases in the category of Emergency, Disasters, and Public Safety 
generally require high reliability to enable response to natural disasters 
and emergencies. Accurate position location and very low latency to 
enable rapid response are also often critical requirements.

The Urgent Health Care category refers to applications involving 
remote diagnosis and treatment. A white paper from 5G Americas[17] 
lists the following examples in this category:

• Remote Patient Monitoring: This use case involves remote patient 
monitoring via communication with devices that measure cer- 
tain health indicators, such as pulse, blood glucose, blood pressure, 
and temperature. On an individual basis, the data rate and latency 
requirements are modest. However, for this use case to become  
pervasive, 5G is needed to support the massive increase in the num-
ber of connections per square meter while still maintaining the 
requisite QoS.
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• Remote Health Care: This use case provides for individualized con-
sultation, treatment, and patient monitoring built on a video linkup 
capability. The video conferencing can be augmented with remote 
transfer of health-related data in real time. Treatment could also be 
offered using smart pharmaceutical devices that correctly administer 
approved dosages of a drug on a schedule specified by the physician 
or practitioner. 

• Remote Surgery: More demanding is remote surgery via control of 
robotic devices. This application area may be appropriate in ambu-
lances, disaster sites, and remote areas. Important requirements are 
precise control and very low latency, very high reliability, and tight 
security.

The Next Generation Mobile Networks Alliance[16] lists the following 
examples in the Intelligent Transportation category:

• Assisted Driving: 5G enables the delivery of advanced driver-assis-
tance features that reduce fatal accidents and traffic congestion. 
These features include real-time maps for navigation, speed warn-
ings, road hazards, vulnerabilities, heads-up display systems, and 
sensor data sharing. These features will enable the vehicle to dynam-
ically change its course on the road under certain scenarios and 
conditions. Vehicle-to-Network (V2N) communication is necessary 
for this use case. Information from the vehicle enables the remote 
application to perform short-range modelling and recognition of 
surrounding objects and vehicles plus mid- to long-range modelling 
of the surroundings using information on the latest digital maps, 
traffic signs, traffic-signal locations, road construction, and traffic 
congestion.

• Autonomous Driving: Fully autonomous driving involves the capa-
bility of a vehicle to sense its environment and navigate without 
human input under all scenarios and conditions. A 5G network with 
URLLC capability enables numerous necessary features, includ-
ing the use of complex algorithms to distinguish between different 
cars on the road and identify appropriate navigation paths given 
obstacles and considering the rules of the road, and the exchange of 
information in real time between thousands of cars connected in the 
same area.

• Tele-operated Driving: This use case refers to the use of remote 
driver assistance in areas where automatic driving is not possible. 
This assistance can provide enhanced safety for disabled people, 
elderly populations, and drivers in complex traffic situations. Typical 
application scenarios include disaster areas and unexpected and 
difficult terrains for manual driving such as in mining and construc-
tion. Tele-operated driving requires the wireless network to support 
V2N communication of video, sound feed information, and diag-
nostics from the vehicle, along with environmental information, to 
the remote driver. The network must support transmitting control 
commands from the remote driver to the vehicle to maneuver the 
vehicle in real time.

Introduction to 5G continued
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Low Earth Orbit Satellite Systems for Internet Access

by Dan York, Internet Society, and Geoff Huston, APNIC

S atellites have been providing Internet connectivity for a few 
decades now, but new technologies using satellites in Low Earth 
Orbit (LEO) have created a race to offer space-based Internet 

access that provides ubiquitous, high-speed, and low-latency connec-
tivity. This article explores what is happening, what is new, and why 
our planet may soon be circled with 50,000 to 90,000 new satellites!

Understanding Orbits
To understand the excitement over LEOs, you need to first understand 
the orbits of satellites (Figure 1).

Figure 1: Orbital Altitudes
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Geostationary Orbit
If you fire a projectile at a speed greater than the Earth’s “escape veloc-
ity,” (11.2 km/s) it will head away from the Earth. If you reduce the 
speed slightly, the projectile will be caught by the Earth’s gravity and 
try to fall back to Earth. If you also incline the aiming trajectory, then 
instead of falling back to Earth, it will settle into an orbit around the 
Earth. The orbital speed relative to the Earth is a function of the alti-
tude of the object. At very high altitudes, such as the moon, the orbital 
period is slower than the Earth’s rotation, while at very low altitudes 
the orbital period is down to a small number of hours, implying that 
there is a mid-spot where the orbital period is the same as the Earth’s 
rotation. If you launch a satellite to an altitude of 35,768 km above the 
equator, orbiting in the same direction as the Earth on the equatorial 
plane, then from the Earth the spacecraft appears to sit in a station-
ary position when observed from the Earth’s surface; this orbit is a 
Geostationary Orbit (GEO)[0]. This geometry is what allows people to 
set up a satellite send/receive dish and point it at a specific location in 
the sky where the satellite is positioned—and never change the orienta-
tion of the dish. 
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GEO satellites are sufficiently distant that they can cover an entire 
hemisphere of the Earth’s surface. However, they are normally 
equipped with a collection of transponders, most of which are focused 
on smaller areas, allowing the satellite to service multiple specific tar-
get regions at once, with greater total capacity as a result. A satellite 
operator can achieve global coverage with as few as three satellites. 
In addition to global service platforms, many nations have launched 
GEO satellites that are stationed over their country to provide com-
munication services across their region. 

These satellites are typically the size of a large bus and are expensive 
in terms of both construction costs and launch cost. Both the Moon 
and the Sun exert gravitational effects on the satellite, and, to a lesser 
extent, solar radiation pressure, all causing the satellite to drift away 
from its geosynchronous position. To counter this drift, the satellite 
is equipped with thrusters and some form of propellant. The total 
amount of onboard fuel defines an upper limit to the time that sta-
tion position can be maintained, and these satellites typically have an 
operational lifespan of around 15–20 years.

In order to keep the level of radio interference between adjacent satellites 
to an acceptably low level, there are a limited number of geostationary 
orbit locations. Typically, geosynchronous satellite stations are sepa-
rated by 2 degrees of angle as seen from the Earth, or 1,471 km apart 
in orbit. Disputes between nations over the deployment of satellites 
in this orbit are addressed through the coordination work hosted by 
the International Telecommunications Union Radiocommunications 
Sector (ITU-R).

A challenge with using GEO satellites for Internet access is that they 
are so far away from Earth. It takes a minimum of 238 ms for a signal 
to travel from the surface of the Earth to a satellite positioned 35,7683 
km away and back again. The Round Trip Time (RTT) to propagate an 
outbound packet via a GEO satellite and receive a reply is a minimum 
of 476 ms. The distance to the satellite increases as you move away 
from the position directly underneath the satellite on the Earth’s equa-
tor, and the propagation time for the round-trip approaches 560 ms as 
you approach the limit of clear signal access near the polar areas. When 
you add delays for signal encoding, switching, and other terrestrial 
elements, the delivered performance of a service based on geosynchro-
nous satellites is a typical RTT of around 660 ms, or two-thirds of a 
second. For many applications that are tuned to operate efficiently on 
faster terrestrial paths, this extended delay often causes the application 
to be sluggish and unresponsive in terms of its performance.

It is also the case that at this altitude the Earth’s magnetic field pro-
vides far less shielding from solar radiation via the Van Allen Belt, so 
the electronics for GEO satellites need to have appropriate shielding, 
and the onboard electronics must tolerate a certain amount of radia-
tion exposure.

LEO Systems continued
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Low Earth Orbit
An orbiting spacecraft needs to be positioned at least 160 km above 
the surface of the Earth, or it will encounter significant drag from the 
top of the Earth’s atmosphere and its orbit will quickly decay, with 
an inevitable result. Above this altitude, it is viable to position orbit-
ing spacecraft without needing to provide large quantities of continual 
propulsion (although some residual drag is experienced in orbital 
altitudes up to 500 km or so). For example, the International Space 
Station orbits at an altitude 400 km, with an orbital period of some 90 
minutes. This region of space, where the orbits are higher than around 
160 km and below 2,000 km, is termed the Low Earth Orbit (LEO) 
region. This is the region where we’ve positioned most of our satellites, 
as they are more accessible in terms of launch cost. 

LEO satellites are close enough to the Earth’s surface that signal propa-
gation time to the satellite and back can be between 4 and 8 ms, which 
gives a range of RTT measurements for packet transmission via LEO 
services in the range 10–50 ms, a range comparable to that of terres-
trial systems. With per-access service capacities of between 10 and 200 
Mbps, LEO services can support most forms of modern real-time com-
munication and online interaction[1]. 

However, LEO-based satellite services require more complexity. At an 
altitude of 550 km, for example, a satellite will be visible from the 
Earth’s service in a circular area with a radius of some 900 km. Its 
orbital path is such that its velocity will be some 27,000 km/h, and each 
spacecraft will be visible from a fixed point on the Earth’s surface for 
5 minutes. In other words, to provide a continuous service over a fixed 
point, an evenly distributed collection of a minimum of 21 spacecraft 
would be needed in an orbital plane to ensure that as one satellite falls 
below the horizon, another is rising from the opposite horizon. Higher 
numbers of satellites in the orbital plane ensure a more reliable service 
and allow the Earth stations to avoid using spacecraft that are low in 
the horizon.  To cover the entire Earth’s surface, you need a minimum 
of 21 such orbital planes if you are using a 550-km altitude. The result 
is that, instead of just three satellites to provide a GEO service to any-
where on the planet, you would need hundreds or even thousands of 
satellites to provide the same comprehensive coverage. However, this 
scenario has some benefits in that the total capacity available from the 
system would also be many thousands of times greater in aggregate 
than the sparse GEO arrangement (refer to Figure 2). 

LEO satellite systems may also be in multiple “shells” at different alti-
tudes. For example, at the time of this article in July 2023, SpaceX’s 
Starlink has launched 3,982 satellites into shells from 550 to 570 km, 
and another 750 satellites into shells from 525 to 535 km. Another 
provider, OneWeb, has launched 634 satellites into shells at 1,200 km 
in altitude[2].



THE INTERNET PROTOCOL JOURNAL

34

Figure 2: LEO Satellite Geometry
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The closer a constellation is to the Earth’s surface, the larger the number 
of satellites that are required for global coverage. OneWeb, orbiting at 
1,200 km, needs only around 600 satellites, whereas SpaceX, orbiting 
around 550 km, needs around 3,000 satellites for continuous cover-
age. (They continue to launch more to provide additional capacity.) 
The counterpoint is that the closer satellites are to Earth, the lower the 
latency and the greater the potential access capacity.

LEO satellites are much smaller than GEO satellites and less expen-
sive to manufacture and insert into orbit. For example, when SpaceX 
launches Starlink satellites into a LEO orbit, each Falcon 9 rocket usu-
ally carries 40 to 50 satellites. The development of reusable rockets 
has significantly affected the launch costs, bringing the launch cost on 
the SpaceX Falcon rockets to below USD 2,000 per kg. Other rocket 
systems have launch costs of between double to 20 times this cost.[3]

A challenge with LEO satellites is that because they are closer to the 
Earth, they are subject to periods of atmospheric drag when increased 
solar activity expands the extent of the upper atmosphere into the LEO 
orbital plane. Similar to GEO satellites, a LEO satellite must carry 
sufficient propellant to maintain its orbit and compensate for the gravi-
tational influences of the Moon and the Sun that will otherwise pull it 
out of its orbital plane over time. Additionally, the operational lifes-
pan of LEO satellites is typically around 5 years, so when it reaches 
its end of life it must have enough propellant in reserve to thrust the 
spacecraft down from its orbital plane (“de-orbit”) and burn up in the 
upper atmosphere. When a LEO constellation is in active service, the 
system operator must employ a constant process of launching replace-
ment satellites.

Tracking a LEO satellite using Earth equipment is challenging, because 
the tracking equipment must swing from horizon to horizon in approx-
imately 5-minute intervals. Conventional parabolic dish antennae with 
mechanical pivots have been replaced by phased array antennae to 
allow the antenna unit to track satellites using electronic phase con-
trol. The ability to perform rapid phase shifts across the antenna array 
allows not only the tracking of these rapidly moving objects, but also 
rapid transitions from one satellite to the next to support connection 
handoffs between satellites (Figure 3).

LEO Systems continued
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Figure 3: Satellite Handoff
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Medium Earth Orbit
The region of space between 2,000 and 36,000 km above the Earth 
is referred to as Medium Earth Orbit (MEO). At the low end of this 
range, 2,000 km, the orbital period is around 2 hours, and the time to 
pass a signal up to the spacecraft and back is around 13 ms if you are 
located directly under the spacecraft. The higher the altitude the lon-
ger the orbital period, which, in turn reduces the number of spacecraft 
required to support a continuously available service. The transmission 
time to bounce a signal off the spacecraft at an altitude of 20,000 km 
is around 140 ms.

This zone encompasses the inner and outer Van Allen belts, which 
are belts of energetic charged particles that are trapped into an Earth 
orbit because of the Earth’s magnetic field. The good news is that these 
belts protect the Earth’s atmosphere from being blown away by solar 
radiation (as appears to have happened to Mars when its inner core 
solidified). The not-so-good news for satellites is that orbiting in this 
belt is like wandering through a firing range—there is always the pos-
sibility the sensitive electronics are damaged by a strike from one of 
these energetic particles. The outer belt is less dense, but the particles 
can have significantly higher energy levels. Beyond the Van Allen belts 
spacecraft encounter far higher levels of risk of damage from cosmic 
rays and solar radiation.  

A region between the inner and outer Van Allen belts lies approxi-
mately between 12,000 and 24,000 km in altitude, which has a lower 
incidence of such energetic particles. The belts fluctuate in size and 
shape due to changes in the levels of solar radiation. The Earth itself 
acts as a shield, so that the belt is more compressed facing towards the 
Sun and extends further out on the “dark” side of the Earth. 

The major satellites in this region are the satellite systems that support 
navigation, such as the Global Positioning System (GPS) using 31  
spacecraft orbiting at some 20,200 km, Galileo with 24 active spacecraft 
at 23,222 km, GLONASS using 24 orbiting spacecraft at an alti- 
tude of 19,100 km, and BeiDou with 30 MEO satellites at 21,150 km.
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For Internet access, the only major provider currently operating in 
MEO is the O3b network of around 20 satellites, operating at an 
altitude of approximately 8,000 km. O3b (which originally stood 
for “other 3 billion,” referring to the number of people still offline) 
began offering Internet connectivity in 2014 and was acquired by SES 
in 2016. SES is continuing to expand the service and is in the process 
of launching a new generation of 11 “O3b mPOWER” satellites into 
MEO, with promises to offer speeds up to multiple gigabits per second 
to its commercial customers.

Signal latency is higher than for LEOs, but significantly less than that 
of GEOs. Presumably feeling the competitive pressure from the LEO 
industry, SES has been working with many of the GEO providers to 
provide “multi-orbit” connectivity options that combine both MEO 
and GEO systems.

MEOs are a compromise in many ways. The Earth equipment still 
needs to perform tracking of the satellite, and that limits the power 
and sensitivity of the MEO antennae, yet the increased distance lim-
its the performance and capacity of the system. The higher altitude 
provides greater coverage per satellite, allowing for broad coverage of 
the Earth’s surface with fewer spacecraft in the constellation, but the 
smaller number of satellites limits the overall capacity of the system.

If launch costs had remained high, then MEO systems made more 
sense in terms of minimizing the initial cost of the operation and maxi-
mizing the potential user base for the MEO satellite service, but the 
dramatic change in launch costs for LEO systems coupled with the use 
of phased array low-power steerable antennae has shifted the position 
quite dramatically in favor of LEO services. While GEO and MEO 
services tend to operate as wholesale services to a limited set of com-
mercial customers using a conventional leased circuit service model, 
LEO systems have entered the consumer market, operating a direct 
access service as a retail service.

User Equipment
Consumers who want to connect to a LEO service for Internet access 
need to purchase what the satellite industry calls a User Terminal. 
This equipment includes the antenna and some access terminal, such 
as a small Ethernet switch or Wi-Fi access point. The phased-array 
antennas are compact, lightweight, and user-installable. Amazon has 
demonstrated some prototype user terminals that are small enough to 
fit in a backpack, and some mobile carriers have entered into agree-
ments with Starlink to provide mobile handset access services directly 
from the handset to the satellite system (presumably with a signifi-
cantly lower service capacity because of the limitations of the radio 
antenna on the handset).

There are more-complex user terminals that use parabolic dish anten- 
nae. These systems can achieve higher capacity and superior perfor-
mance, but they require some form of mechanical steering to track the 
LEO satellite. 

LEO Systems continued
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You can achieve the satellite-to-satellite handover function using dual 
antennae terminals, with one tracking the satellite for the active connec-
tion while the second pivots to focus on the next satellite in sequence.

Earth Stations and Inter-Satellite Connections
Satellite communications systems have conventionally operated as a 
“mirror in the sky.” The satellite receives a signal sent up from a user 
terminal and switches to a sending transponder that beams the sig-
nal back to an Earth station, which then passes the signal into the 
terrestrial network. With communications systems based on a GEO 
configuration it was possible to use just three Earth stations to service 
the entire system, given the hemispherical visibility of GEO satellites.

MEO and LEO satellites have more limited visibility, and in a “mirror” 
mode of operation, the density of Earth stations depends on the satel-
lite altitude. For Starlink satellites at a 550-km altitude, Earth stations 
would need to be configured in a grid with around a 1,000-km spacing. 
This setup may be feasible in some locales, but if the intended service 
coverage includes more remote areas and coverage across oceans, then 
a different approach to Earth stations would be needed for LEO sys-
tems. An interesting technical development with LEO constellations to 
respond to this situation is the development of Inter-Satellite Lasers 
(ISLs) to send data between satellites within a constellation. 

With the use of ISLs in the Starlink constellation, connections can now 
be passed from one satellite to another, and they do so in a relay form 
until they can drop down to an Earth station or user terminal. For 
example, SpaceX used this solution in early 2023 to connect remote 
Antarctic research stations, without having any ground stations on 
Antarctica[4]. Details of Starlink’s ISL system, including capacity and 
configuration, are not yet published, but there have been recent ser-
vice announcements that show service availability in regions where no 
Earth stations exist. 

A simple approach to ISLs would be to link adjacent satellites in a 
common orbital plane (Figure 4). A more flexible approach might be 
to link adjacent satellites across different orbital paths, but the rela-
tive closing speeds of satellites on different orbital planes may well 
be beyond the capabilities of steerable laser systems. For example, a 
spacecraft travelling north/south at 27,000 km/h attempting to track a 
satellite passing on an east-west plane at the same speed would have a 
closing speed of some 700 km/h and an angular velocity of one angle 
of degree every three seconds, which may present some challenges to 
an onboard laser steerage system.

Spectrum and Regulatory Approvals
Satellite communication requires allocation of certain frequencies 
in the radio spectrum for communication from the consumer equip-
ment (such as the antenna) to the satellites, and from the satellites to a 
ground station where connections are made to the Internet. 
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Figure 4: Inter-Satellite Lasers
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Spectrum management could easily consume an entire article by itself, 
but at a high level, spectrum “allocations” are coordinated through the 
International Telecommunication Union (ITU), specifically the ITU 
Radiocommunication Sector (ITU-R). Most of the LEO systems use 
frequencies within the Ku (10.7–14.5 GHz) and Ka (17.3–30 GHz) 
bands, which are the bands that are intended for use by Broadband 
Satellite Services. There is also the more recently allocated Q/V band 
(37.5–51.4 GHz), which is available for use in this context and has 
been deployed already in some systems.

Initial Allocations
The world’s nations have agreed that above some altitude “outer space” 
began. The implication of this agreement is that the sovereign rights 
that apply to the defined surface parts of the Earth extend only up to 
the point of “outer space.” Oddly enough, the world’s nations did  
not agree as to where “outer space” begins, and some nations claim 
sovereignty up to an altitude of only 100 km, while others extend that 
further to 160 km or more. In any case, the result is that there is no 
national regime that must approve or otherwise say what a space-
craft may do in outer space in the form of “over flying” its territory. 
However, some conventions apply to assist various folk to coordinate 
their actions in space and assist in resolving any disputes that may 
arise. The use of GEO station slots by various nations is one such area 
where conventions apply, and the ITU-R assists in this coordination 
activity.

However, when the topic shifts to that of communications between 
Earth and satellites, there is a requirement to get various forms of 
national regulatory approval, based on the location of the Earth sta-
tions. The failure to gain such approvals for the Iridium service was 
the major cause of the early business failure of this venture in 2000. 
The approval is not quite as simple as just approval for the operation 
of Earth stations. When a company wants to launch a LEO satellite 
constellation, it conventionally obtains approval from its national 
regulator. For example, SpaceX and Amazon are both US compa-
nies, so they filed their requests with the US Federal Communication 
Commission (FCC). The filings include the radio frequencies they 
want to use and the number, altitudes, and orbital planes at which 
their satellites will operate. These filings are also forwarded to the ITU. 

LEO Systems continued
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The LEO and MEO space allocations are generally operated on a first-
come, first-served basis, but to prevent people from “squatting” on 
spectrum and altitude allocations, the ITU requires LEO satellite con-
stellations to have 10 percent of their constellation in orbit within the 
first two years after the start of deployment, 50 percent in five years, 
and 100 percent in seven years. This factor is part the reason why there 
is a great amount of heightened activity to launch LEO constellations. 
The various companies who have lodged applications need to meet 
these deployment milestones or they risk losing the exclusivity of their 
spectrum allocations.

For GEO satellites the ITU-R coordinates the spectrum allocations and 
the orbital slots. For LEO or MEO satellites, the ITU-R coordinates 
only the spectrum allocations, and does not coordinate the orbital 
planes and altitudes for these satellites. That aspect is handled entirely 
by national regulators.

When a company obtains the necessary spectrum and altitude allo-
cations from its national regulator, it then can launch its satellite 
platforms into orbit. This launch activity requires completely separate 
approvals and involves processes whose descriptions fall outside the 
scope of this article.

National Approvals
As part of obtaining the initial spectrum allocations, a LEO system 
provider receives the approval to operate within its home nation. Then 
the provider has to go to the spectrum regulators in every country in 
which it wishes to operate to service and receive regulatory approval 
to use the spectrum in that country. 

In some cases, the requested spectrum may be already in use, and 
the country faces the difficult decision of whether to re-configure its 
local use situation or be denied use of the LEO system. An example is 
Armenia, where a national regulator representative informed the audi-
ence of the Armenian Internet Governance Forum 2022 that using 
Starlink was not possible anytime soon because the frequencies were in 
use by the Armenian military and government. Given that SpaceX will 
not change its frequencies, there probably will not be an option until 
the Armenian government changes its own systems to use different fre-
quencies, which could take time and some amount of unplanned costs.

While it is technically possible for a LEO provider to offer service in 
a country for which it does not have permission to operate (SpaceX 
activated its service during the protests in Iran in late 2022[5]), it is not 
legally permitted to simply bring an antenna into a country and start 
using it with a LEO system. The LEO providers must obtain permis-
sion to operate the service in each country before they can make their 
service available to customers. Additionally, the LEO providers may 
also need to get approval to distribute the consumer equipment, and 
approval to interconnect with local terrestrial infrastructure.
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Standards
We have very little visibility into how the internal networks operate, 
but at the Internet Protocol and application layers, the LEO constella-
tions so far seem to support all the conventional standards for Internet 
Protocol forwarding and Internet operations created by the Internet 
Engineering Task Force (IETF). 

It seems at the moment that the major LEO operators (Starlink, 
OneWeb, Amazon Project Kuiper) are all pursuing their own propri- 
etary systems for communication between their user terminals (anten-
nas) and their satellites, and between their satellites and their ground 
stations. This process will require consumers to purchase completely 
separate user terminals in order to use each different system. Perhaps 
at some point this process will become standardized, but not in this 
initial period of deployment.

Still Many Questions
That point is perhaps a critical one. Regardless of any marketing hype, 
the reality is that the LEO Internet access industry is very much still 
in its infancy. Only SpaceX’s Starlink has global coverage. OneWeb 
has launched sufficient satellites to attain global coverage and is in 
the process of getting all its satellites in position. It hopes to offer 
global connectivity by the end of 2023, concentrating its service on 
the government and enterprise sector. Amazon’s Project Kuiper has 
been manufacturing its satellites and equipment, but is still waiting for 
rocket availability to get its satellites into space. Many other compa-
nies are in various stages of getting their systems underway.

There are still many open questions, many of which the Internet 
Society explored in a recent document about LEO satellites[6]. What 
will the capacity of these LEO systems truly be? Will they be able to 
support all the many devices we want to connect to them? Will the sys-
tems be affordable by those who need the connectivity the most? Using 
space-based platforms to provide global coverage to the billions of 
unconnected people probably would require some significant changes 
in the service model, because the challenges, particularly in terms of 
affordability, are still significant.[8]

Will these constellations all be able to operate without interfering with 
each other? Will consumers tolerate the costs of proprietary equipment 
and the high cost of switching? What about the problems of “space 
debris” resulting from collisions or inactive satellites? Do we under-
stand the potential environmental impact of having so many satellites 
burning up in our upper atmosphere when they reach their five-year 
end-of-life? Or the impact of all the regular rocket launches needed to 
resupply the constellations with new satellites? Questions abound, and 
many of them we may not be able to answer until we have the experi-
ence with getting more LEO constellations online.

LEO Systems continued
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Looking Ahead
Without a doubt, the next few years will be extremely active:

• SpaceX plans to complete its “Gen1” constellation of 4,408 satel-
lites. In addition, SpaceX has received US FCC approval for 7,500 
satellites in its “Gen2” constellation, which the company hopes to 
grow to almost 30,000 satellites. The company has also announced 
numerous “direct-to-phone” services with a collection of mobile 
network operators.

• OneWeb aims to have its global connectivity service available by the 
end of 2023.

• Over the next two years, Amazon is seeking to launch its Project 
Kuiper, a direct competitor to Starlink in the consumer market, and 
have it operational in 2025.

• The Chinese government is seeking to launch its own LEO constel-
lation, called “Guowang,” which will have almost 13,000 satellites.

Filings with the ITU show that there is a path where as many as 90,000 
satellites could be launching into LEO over the next several years. Here 
are a few examples:

SpaceX Starlink Gen 1 4,408

SpaceX Starlink Gen 2 29,988

OneWeb, Phase 1 718

OneWeb, Phase 2 6,372

Amazon Project Kuiper 7,774

China Guowang 12,992

Astra 13,620

Boeing   5,842

Globalstar   3,080

Lynk   2,000

Telesat Lightspeed   1,969

Spin Launch   1,190

TOTAL 89,953

To put this information in perspective, LEO, MEO, and GEO orbits 
currently have only about 8,000 active satellites—and SpaceX oper-
ates over 4,500 of them!

Even more satellite systems are in planning stages; this article has cov-
ered only LEO satellites used for Internet access. In addition, LEO 
constellations are being launched for sensor networks (as in the Internet 
of Things), imaging/photography, and much more.
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How many of these constellations will actually be launched into orbit 
and be used as a service is an open question. Navigating all the required 
regulatory approvals across all the various national regulatory regimes 
is very challenging. Unless you are SpaceX and own your own rockets, 
launching satellites into space is extremely difficult right now, as many 
current rocket programs are delayed or simply unavailable.

We are also seeing that the rise of the competition of space-based 
Internet systems is causing ground-based Internet service providers 
to accelerate their plans for deploying terrestrial networks. As good 
as LEO systems may be, fiber networks can still provide even higher 
speeds. There is still much in the way of potential to use fiber-based 
trunk networks with last-mile access provided by mobile radio tech-
nologies, and these networks are well-understood technologies with an 
already-dominant user base. If the terrestrial access service providers 
are successful in making even faster connectivity more widely avail-
able and affordable, then the competition for the user between space 
and terrestrial-based systems would increase in intensity, and we can 
anticipate that such competition will result in lower costs, wider cover-
age, and improved performance for consumers.

In any case, there are tremendous opportunities for LEO satellite 
systems to help us connect the unconnected, create more resilient 
networks, help coordinate disaster-relief efforts, and generally bring 
high-speed, low-latency Internet connectivity to everyone, everywhere. 
The next few years will show us whether we can make these goals a 
reality.
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Letter to the Editor
On 25 years of The Internet Protocol Journal
Geoff Huston’s magnum opus covering the last 25 years of the history 
of the Internet inspires me to reflect on those 25 years from several 
perspectives[1]. The year 1998 saw the launch of two extraordinary 
companies resting on and extending the Internet infrastructure: Google 
and Akamai. Each, in its own way, survived the “dot-bust” and went 
on to make significant contributions to the utility of the Internet and 
the World Wide Web. Many other companies have come, some have 
gone, and some have continued to enjoy robust growth. For many 
of us, 2023 feels like a new inflection point in communications. Low 
earth-orbiting satellites promise to provide access to the Internet from 
every square inch of the planet. Inter-continental fiber networks con-
tinue to expand in number and capacity, and there is energizing interest 
in developing mesh-like infrastructure to respond to cable cuts through 
optical re-routing in switching units on the ocean floor. 

Ironically, 1998 was also the year in which the Interplanetary Special 
Interest Group of the Internet Society was formed, and it still continues 
as the Interplanetary chapter (ipnsig.org). A new suite of interplan-
etary “Bundle Protocols” has been standardized by the IETF and by 
the Consultative Committee on Space Data Systems (CCSDS), whose 
standards are also part of the ISO standards library. As the Artemis, 
LunaNet (NASA), and MoonLight (ESA) missions unfold, bringing us 
back to the Moon, the prospect of commercial operations looms large 
and immediate. The governance challenges of competitive and coop-
erative public/private engagements will be topics of urgent discussion 
well before this decade is out. There will be lessons from the multi-
stakeholder policy-making practices derived from the building of the 
Internet and neo-institutional energy as the need for new governance 
mechanisms emerge.

Wireless technologies continue to evolve, and edge computing and 
more disciplined forms of Wi-Fi are emerging. Social media and 
recently emerging Large Language Model neural networks are con-
founding technologists and policy makers as they seek to make the 
Internet a safer place while preserving its historical openness to new 
ideas, new applications, and new ways to share and discover knowl-
edge. These new neural transformer networks are living up to their 
name by transforming our awareness of the importance of reliable 
information sources in a sea of misinformation and disinformation. 
Preservation of human rights has become an ever more urgent priority 
in the face of scaled abuse of online resources. We can hope that the 
solutions to the problems of artificial intelligence will be found in the 
technology itself. 

And for all those years, The Internet Protocol Journal has consistently 
shed light on the conundrums that confound Internet engineers, scien-
tists, operators, and policy makers. Hats off to its long-time editor, Ole 
Jacobsen, for persistent and quality reporting and sharing of timely 
and technically sound information. 

—Vint Cerf, Woodhurst, May 2023

[1] Geoff Huston, “Twenty-Five Years 
 Later,”  The Internet Protocol Journal, 
 Volume 25, No. 1, June 2023.
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Fragments
Internet Society Launches NetLoss Calculator
The Internet Society recently launched the NetLoss calculator, a revolu-
tionary tool that measures the economic impact of Internet shutdowns 
around the world. Hosted on the Internet Society’s Pulse Platform 
that tracks and analyzes shutdowns, NetLoss uses a groundbreaking 
econometric framework to understand the impacts of shutdowns and 
provides an unprecedented level of rigor and precision in estimating 
their economic damage.

Internet shutdowns globally reached a record high in 2022, with gov-
ernments around the world ordering Internet access and services to 
be restricted or blocked during civil unrest, school exams, and during 
elections, which resulted in major economic consequences.

According to the NetLoss calculator:

• The shutdown in Sudan in April 2023 is estimated to have cost the 
country more than $3 million USD, as well as the loss of 560 jobs.

• The shutdown in Pakistan in May 2023 is estimated to have cost 
more than $13 million USD, as well as increased unemployment.

• The shutdown in Guinea in June 2023  is estimated to have cost the 
country nearly half a million USD and job losses.

Governments often mistakenly believe that Internet shutdowns will 
quell unrest, stop the spread of misinformation, or reduce harm from 
cybersecurity threats. But shutdowns are extremely disruptive to eco-
nomic activity: they halt e-commerce, generate losses in time-sensitive 
transactions, increase unemployment, interrupt business-customer 
communications, and create financial and reputational risks for com-
panies. They also hurt a country’s growth as research shows Internet 
adoption positively impacts Gross Domestic Product (GDP).  

The Internet Society has long opposed the practice of Internet shut-
downs, and urges all governments to refrain from implementing them 
due to the damage they inflict on a nation’s economy, civil society, and 
Internet infrastructure. With NetLoss, organizations and advocates 
can demonstrate to governments and regulators how a shutdown will 
negatively impact their nation’s economy.

In addition to the estimated cost of an Internet shutdown (that is, the 
loss in GDP), the Internet Society NetLoss calculator also estimates:

• The change in the unemployment rate due to a shutdown.

• The amount of Foreign Direct Investment (FDI) lost due to a 
shutdown.

• Risk of a shutdown: the probability that a country will experience 
a shutdown. 
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“The global rise in Internet shutdowns shows that governments con-
tinue to ignore the negative consequences of undermining the open, 
accessible, and secure nature of the global Internet. The calculator is 
a major step forward for the community of journalists, policymakers, 
technologists, and other stakeholders who are pushing back against 
the damaging practice of Internet shutdowns. Its groundbreaking and 
fully transparent methodology will help show governments around 
the world that shutting down the Internet is never a solution,” said 
Andrew Sullivan, President and CEO, of The Internet Society.

The calculator considers a wide range of economic impacts beyond 
traditional measures of economic output, such as GDP, to demon-
strate the financial impact of an Internet shutdown. It also includes the 
change in the unemployment rate, the amount of FDI lost, and the risk 
of a future shutdowns.

In addition to its primary indicators, the NetLoss calculator’s meth-
odology also takes into account other factors that can impact 
country-specific economic outcomes, including the age dependency 
ratio (percentage of working 18–65 years old to total population), the 
fraction of the population residing in urban areas, and the percentage 
of the labor force with basic education.

By using the following open data sets, the NetLoss calculator’s meth-
odology is reproducible and transparent:

• Shutdown Data: Includes detailed event-level data on government-
mandated shutdown events.

• Protests and Civil Unrest: Includes detailed event-level data on vari-
ous events, their start and end dates, involved parties, and associated 
fatalities.

• Elections: The Constituency-Level Elections Archive maintained 
by Yale University provides elections data from 150 countries since 
1960.

• Socioeconomic Indicators: The World Bank provides data on eco-
nomic indicators including GDP per capita, employment, inflation, 
and foreign investment.

The framework used in the NetLoss calculator builds on the Internet 
Society’s longstanding research and advocacy on this issue via the 
Pulse Platform. Launched in December 2020, Internet Society Pulse 
consolidates trusted third-party Internet measurement data from vari-
ous sources into a single platform to examine Internet trends and tell 
data-driven stories so that policymakers, researchers, journalists, net-
work operators, civil society groups and others can better understand 
the health, availability, and evolution of the Internet. The source of 
data for NetLoss is the World Bank’s World Development Indicators, 
which typically corrects for minor statistical changes. Data used in the 
calculator is updated quarterly.

The NetLoss calculator can be found on the Pulse platform:
https://pulse.internetsociety.org/netloss

Fragments continued
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Reflections on Ten Years Past the Snowden Revelations
Authored by Stephen Farrell, Farzaneh Badii, Bruce Schneier, and 
Steven M. Bellovin, RFC 9446 contains the thoughts and recount- 
ings of events that transpired during and after the release of infor-
mation about the United States National Security Agency (NSA) 
by Edward Snowden in 2013. There are four perspectives: that of 
someone who was involved with sifting through the information  
to responsibly inform the public, that of a security area director of  
the IETF, that of a human rights expert, and that of a computer  
science and affiliate law professor. The purpose of this memo is to  
provide some historical perspective, while at the same time offer-
ing a view as to what security and privacy challenges the technical  
community should consider.  These essays do not represent a consen-
sus view, but that of the individual authors. The RFC can be found 
here: https://www.rfc-editor.org/info/rfc9446

APNIC Celebrates 30 Years
This year, the Asia Pacific Network Information Centre (APNIC) 
enters its third decade. Starting from a tiny office in Tokyo in 1992—
with three people and a spreadsheet serving less than 600 delegated 
entities—APNIC has grown to a community of nearly 24,000 organi-
zations across 56 economies. The APNIC of today serves 2.6 billion 
Internet users, more than half the global Internet. APNIC economies 
also comprise more than half the global IPv6 capability.

Despite many changes in technology and policy worldwide, APNIC 
has remained committed to: “A global, open, stable, and secure 
Internet.” The Asia Pacific is home to nine of the world’s 46 Least 
Developed Countries (as defined by the United Nations). Fifteen 
states and seven affiliated economies of APNIC Members are Small 
Island Developing States (SIDS), characterized by low population, 
distance and remoteness. However, the region also includes global 
economic superpowers and some of the most populated economies 
on Earth.

The combination of language, culture, distance, isolation and the dif-
ferent scale of the region’s communities magnifies the importance of 
consensus policy making on an equal basis. The APNIC community 
has developed policy that reflects and enables Internet growth across 
our region, and has ensured an Asia Pacific voice has been heard at 
a global level.

To mark this 30-year milestone, the APNIC Blog will run a series 
looking back at the past and into the future. The intention is to share 
stories, anecdotes, milestones and insights that capture some of the 
essence of the last 30 years. For more information visit:
https://blog.apnic.net/2023/08/08/apnic-celebrates- 
30-years/

https://www.rfc-editor.org/info/rfc9446
https://blog.apnic.net/2023/08/08/apnic-celebrates-30-years/
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The Internet Protocol Journal (IPJ) is a quarterly technical publication 
containing tutorial articles (“What is...?”) as well as implementation/
operation articles (“How to...”). The journal provides articles about 
all aspects of Internet technology. IPJ is not intended to promote 
any specific products or services, but rather is intended to serve as 
an informational and educational resource for engineering profession-
als involved in the design, development, and operation of public and  
private internets and intranets. In addition to feature-length articles, 
IPJ contains technical updates, book reviews, announcements, opinion 
columns, and letters to the Editor. Topics include but are not limited 
to:
• Access and infrastructure technologies such as: Wi-Fi, Gigabit 

Ethernet, SONET, xDSL, cable, fiber optics, satellite, and mobile 
wireless.

• Transport and interconnection functions such as: switching, routing, 
tunneling, protocol transition, multicast, and performance.

• Network management, administration, and security issues, includ-
ing: authentication, privacy, encryption, monitoring, firewalls, 
troubleshooting, and mapping.

• Value-added systems and services such as: Virtual Private Networks, 
resource location, caching, client/server systems, distributed systems, 
cloud computing, and quality of service.

• Application and end-user issues such as: E-mail, Web authoring, 
server technologies and systems, electronic commerce, and applica-
tion management.

• Legal, policy, regulatory and governance topics such as: copyright, 
content control, content liability, settlement charges, resource allo-
cation, and trademark disputes in the context of internetworking.

IPJ will pay a stipend of US$1000 for published, feature-length arti-
cles. For further information regarding article submissions, please 
contact Ole J. Jacobsen, Editor and Publisher. Ole can be reached at 
ole@protocoljournal.org or olejacobsen@me.com

The Internet Protocol Journal is published under the “CC BY-NC-ND” Creative Commons 
Licence. Quotation with attribution encouraged.

This publication is distributed on an “as-is” basis, without warranty of any kind either 
express or implied, including but not limited to the implied warranties of merchantability, 
fitness for a particular purpose, or non-infringement. This publication could contain technical 
inaccuracies or typographical errors. Later issues may modify or update information provided 
in this issue. Neither the publisher nor any contributor shall have any liability to any person 
for any loss or damage caused directly or indirectly by the information contained herein.
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