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In our previous issue, we published Part One of “Introduction to 5G” 
by William Stallings. Part One introduced the standards and spec-
ifications that define 5G and described the usage scenarios that 5G 
supports. Part Two, included in this issue, provides an overview of the 
structure and function of 5G networks. A third article, on Network 
Slicing, which is closely related to 5G, will be published in a future  
edition of this journal.

This journal, as well as its predecessor ConneXions—The Interopera-
bility Report, has covered numerous networking technologies over the 
last 35 years. Some of these technologies have become important build-
ing blocks for all networks, for example, Ethernet, which for more 
than 50 years has seen further improvements and standardization. 
We will publish an article on the history of Ethernet in a future issue. 
Other technologies have emerged, only to later fade into oblivion—an  
example being Asynchronous Transfer Mode (ATM). Our second arti-
cle, by Craig Partridge, explores the reasons why ATM failed.

Modern smartphones and other mobile devices rely heavily on the  
use of numerous radio-based technologies such as Near Field Com-
munication (NFC), Bluetooth, Global Positioning System (GPS), 
Wi-Fi, and cellular data. Our third article, by Mark Grayson, examines 
efforts to integrate cellular and Wi-Fi services into a single architecture.

The WHOIS protocol and its associated server were first introduced 
in 1982 in RFC 812. Described as “…a server ... that delivers the full 
name, U.S. mailing address, telephone number, and network mailbox 
for ARPANET users,” the protocol specification was revised and final-
ized in RFC 3912 in 2004. WHOIS is an essential tool for anyone 
seeking information about a particular domain registration. Because of 
personal data protection laws, many ICANN-accredited registrars are 
now required to redact personal data from WHOIS lookups, yet certain 
parties may still have a legitimate need to access non-public informa-
tion. ICANN has recently launched the Registration Data Request 
Service (RDRS) to address this need. Adiel Akplogan describes RDRS 
in our final article.
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Introduction to 5G
Part Two: Core Network, Radio Access Network, and Air Interface

by William Stallings

P art One of this 5G introduction[0] addressed requirements, stan-
dards, and applications for 5G. This part provides an overview 
of the structure and function of 5G networks.

Core Network
Dozens of 3GPP specifications are related to the 5G core network that 
together describe a system of significant complexity. A key document 
in this collection is 3GPP Technical Specification TS 23.501[1]. This 
document, 450 pages long in its current release, provides a detailed 
technical overview of the core network architecture, procedures, ser-
vices, and interfaces, and is the primary basis for the presentation in 
this article.

The core network architecture can be viewed as a set of interconnected 
Network Functions (NFs). An NF is a processing function in a net-
work, which has defined functional behavior and interfaces. An NF 
can be implemented as a network element on dedicated hardware, 
a software instance running on dedicated hardware, or a virtualized 
function instantiated on an appropriate platform.

Figure 1: 5G Core Network Functional Architecture
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TS 23.501 contains numerous architecture diagrams from several dif-
ferent points of view and at varying levels of detail. Figure 1 depicts the 
basic 5G architecture using a reference-point representation, showing 
how the NFs interact with each other. 

The figure includes the following NFs and other modules:

• Authentication Server Function (AUSF): Performs authentication 
between User Equipment (UE) and the network

• Access and Mobility Management Function (AMF): Receives all 
connection- and session-related information from the UE (N1/N2)  
but is responsible only for handling connection, registration, reach-
ability, and mobility management tasks. All messages related to 
session management are forwarded to the Session Management 
Function (SMF).

• Network Exposure Function (NEF): Provides an interface for out-
side applications to communicate with the 5G network to obtain 
network-related information about the capabilities of the network.

• Network Repository Function (NRF): Allows NFs to register their 
functionality and to discover the services offered by other NFs pres-
ent in the network.

• Network Slice Selection Function (NSSF): Selects the set of network 
slice instances to accommodate the service request from a UE. When 
a UE requests registration with the network, AMF sends a network 
slice selection request to NSSF with preferred network slice selection 
information. The NSSF responds with a message including the list of 
appropriate network slice instances for the UE.

• Network Slice-Specific Authentication and Authorization (NSSAAF): 
Performs authentication and authorization specific to a slice.

• Policy Control Function (PCF): Provides functionalities for the con-
trol and management of policy rules including rules for Quality 
of Service (QoS) enforcement, charging, and traffic routing. PCF 
enables end-to-end QoS enforcement with QoS parameters (for 
example, maximum bit rate, guaranteed bit rate, and priority level) 
at the appropriate granularity (for example, per UE, per flow, and 
per PDU session.

• Session Management Function (SMF): Responsible for Protocol 
Data Unit (PDU) session establishment, modification, and release 
between a UE and a data network. A PDU session, or simply session, 
is an association between the UE and a data network that provides 
a PDU connectivity service. A PDU connectivity service is a service 
that provides for the exchange of PDUs between a UE and a data 
network.

• Unified Data Management (UDM): Responsible for access authori-
zation and subscription management. UDM works with AMF and 
AUSF as follows: The AMF provides UE authentication, authoriza-
tion, and mobility management services. The AUSF stores data for 
authentication of UEs, and the UDM stores UE subscription data.
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• User Plane Function (UPF): Handles the user plane path of PDU 
sessions. UPF functions include packet routing and forwarding, QoS 
handling, traffic usage reporting, and policy rule enforcement.

• Application Function (AF): Provides session-related information to  
PCF so that SMF can ultimately use this information for session 
management. AF interacts with application services that require 
dynamic policy control. AF extracts session-related information (for 
example, QoS requirements) from application signaling and pro-
vides it to PCF in support of its rule generation.

• User Equipment (UE): Gives users access to network services. An 
example is a mobile phone. For the purpose of 3GPP specifications, 
the interface between the UE and the network is the radio interface.

• (Radio) Access Network [(R)AN]: A network that provides access 
to a 5G core network. It includes the 5G RAN and other wireless 
and wired access networks.

• Data Network (DN): A network to which UE is logically connected 
by a session. It may be the Internet, a corporate intranet, or an inter-
nal services function within the mobile network operator’s core 
(including content-distribution networks).

• Service Communication Proxy (SCP): NFs and NF services can com-
municate directly or indirectly via the SCP. The SCP enables multiple 
NFs to communicate with each other and with user plane entities in 
a highly distributed multi-access edge compute cloud environment. 
These services provide routing control, resiliency, and observability 
to the core network.

In Figure 1, two reference points loop back to the same function: N9 
and N14. The N9 reference point is an interface between two distinct 
UPFs used for forwarding packets. The N14 reference point is between 
two AMFs, one acting as a source AMF for a data transfer and the 
other acting as a destination AMF.

An example of the interaction of the various NFs is the session-estab-
lishment procedure, which is defined in TS 23.502[2]. Figure 2 provides 
a much-simplified view of the interaction between the various net-
work components during session establishment. Session establishment 
begins with a request from the UE over the RAN, which is directed to 
the AMF. An SMF is selected to manage the PDU session. SMF uses 
UDM in the process of creating a session and performing authentica-
tion and authorization. SMF selects a PCF for the session and a UPF to 
handle data plane PDU forwarding in both directions. SMF establishes 
a session with the DN. After a few more exchanges, the UE is able to 
communicate over a session with the DN.

SDN and NFV
Two essential enablers of 5G services provided by core networks 
are Software-Defined Networking (SDN) and Network Functions 
Virtualization (NFV).[15]

Introduction to 5G continued
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ITU-T Y.3300[3] defines SDN as a set of techniques that enables users to 
directly program, orchestrate, control, and manage network resources, 
thereby facilitating the design, delivery, and operation of network ser-
vices in a dynamic and scalable manner.

Figure 2: UE-Requested PDU Session Establishment
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The two elements involved in forwarding packets through routers are a 
control function, which decides the route the traffic takes and the rela-
tive priority of traffic, and a data function, which forwards data based 
on control-function policy. Prior to SDN, these functions were per-
formed in an integrated fashion at each network device (router, bridge, 
packet switch, etc.). Control in such a traditional network is exercised 
with a routing and control network protocol that is implemented in 
each network node. This approach is relatively inflexible and requires 
all of the network nodes to implement the same protocols. With SDN, 
a central controller performs all complex functionality, including 
routing, naming, policy declaration, and security checks. This cen-
tral controller constitutes the SDN control plane, and consists of one 
or more SDN controllers. The SDN controller defines the data flows 
that occur in the SDN data plane. Each flow through the network is 
configured by the controller, which verifies that the communication is 
permissible by the network policy. 
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If the controller allows a flow requested by an end system, it computes 
a route for the flow to take, and adds an entry for that flow in each of 
the switches along the path. With all complex functions subsumed by 
the controller, switches simply manage flow tables whose entries can 
be populated only by the controller. The switches constitute the data 
plane. Communication between the controller and the switches uses a 
standardized protocol.

Figure 3 illustrates the SDN architecture. The data plane consists of 
physical switches and virtual switches, both of which are responsible 
for forwarding packets. The internal implementation of buffers, prior-
ity parameters, and other data structures related to forwarding can be 
vendor-dependent. However, each switch must implement a model, or 
an abstraction, of packet forwarding that is uniform and open to the 
SDN controllers. This model is defined in terms of an open Application 
Programming Interface (API) between the control plane and the data 
plane (that is, the southbound API).

Figure 3: SDN Architecture
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Similarly, SDN controllers can be implemented directly on a server 
or on a virtual server. An API is used to control the switches in the 
data plane. In addition, controllers use information about capacity and 
demand obtained from the networking equipment through which the 
traffic flows. SDN controllers also expose northbound APIs, meaning 
that developers and network managers can deploy a wide range of off-
the-shelf and custom-built network applications, many of which were 
not feasible prior to the advent of SDN.

NFV decouples network functions, such as routing, firewalling, intru-
sion detection, and network address translation, from proprietary 
hardware platforms and implements these functions in software. It 
uses standard virtualization technologies that run on high-performance 
hardware to virtualize network functions. It is applicable to any data 
plane processing or control plane function in both wired and wireless 
network infrastructures.

Figure 4 shows a high-level view of the NFV framework, which sup-
ports the implementation of network functions as software-only NVFs. 

Figure 4: High-Level NFV Framework
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The NFV framework consists of three domains of operation:

• Virtualized Network Functions (VNFs): These functions consist of 
a collection of VNFs, implemented in software, run over the NFV 
Infrastructure (NFVI)

• NFV Infrastructure (NFVI): The NFVI performs a virtualization 
function on the three main categories of devices in the network ser-
vice environment: computer devices, storage devices, and network 
devices.

• NFV Management and Orchestration: This domain encompasses 
the orchestration and lifecycle management of physical and/or soft-
ware resources that support the infrastructure virtualization and the 
lifecycle management of VNFs. NFV management and orchestration 
focuses on all virtualization-specific management tasks necessary in 
the NFV framework.

NFV and SDN are independent but complementary schemes. SDN 
decouples the data and control planes of network traffic control, 
making the control and routing of network traffic more flexible and 
efficient. NFV decouples network functions from specific hardware 
platforms via virtualization to make the provision of these functions 
more efficient and flexible. Virtualization can be applied to the data 
plane functions of the routers and other network functions, including 
SDN controller functions. Thus, either can be used alone, but the two 
can be combined to reap greater benefits.

The European Telecommunications Standards Institute (ETSI) doc-
ument GS NFV-EVE 005[4] examines the manner in which SDN can be 
incorporated in the NFVI to provide connectivity services.

The framework incorporates two controllers: one logically placed at 
the tenant level and another at the NFVI level. Each controller central-
izes the control plane functionalities and provides an abstract view of 
all the connectivity-related components it manages. The controllers are 
as follows:

• Infrastructure SDN Controller (IC): This controller enables com-
munication among VNFs and among their components, including 
the cases when those VNFs are instantiated in separated Points of 
Presence (PoPs), reachable through a WAN connection. Managed 
by the Virtualized Infrastructure Manager (VIM), this controller 
may change infrastructure behavior on demand according to VIM 
specifications adapted from tenant requests.

• Tenant SDN Controller (TC): Instantiated in the tenant domain as 
one of the VNFs or as part of the Network Management System 
(NMS), this second controller dynamically manages the pertinent 
VNFs used to realize the tenant’s network service(s). These VNFs 
are the underlying forwarding plane resources of the TC. The opera-
tion and management tasks that the TC carries out are triggered by 
the applications running on top of it (for example, the Operations 
Support System [OSS]).

Introduction to 5G continued
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Figure 5: Integrating SDN Controllers into the Reference NFV Architectural Framework
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Network Slicing
One of the most important features of 5G is Network Slicing. Indeed, 
network slicing is essential to the exploitation of the capabilities 
defined for 5G. Network slicing enables a 5G network operator to pro- 
vide customized networks by creating multiple virtual and end-to-end 
networks, referred to as network slices. Each network slice can be 
defined according to different requirements on functionality, QoS, and 
specific users.

“Network Slicing for 5G: Challenges and Opportunities”[5] lists the 
following advantages of slicebased networking compared with tradi-
tional networking:

• Network slicing can provide logical networks with better perfor-
mance than one-size-fits-all networks.

• A network slice can scale up or down as service requirements and 
the number of users change.

• Network slices can isolate the network resources of one service from 
the others; the configurations among various slices don’t affect each 
other. Therefore, the reliability and security of each slice can be 
enhanced.

• A network slice is customized according to QoS requirements, which 
can optimize the allocation and use of physical network resources.
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Network slicing is made possible by NFV and SDN. NFV implements 
the Network Functions (NFs) in a network slice, enabling the isolation 
of each network slice from all other network slices. Isolation can be 
achieved by one or more of the following: (1) using a different physi-
cal resource; (2) separation by virtualization, which may allow sharing 
of physical resources; or (3) through sharing a resource with the guid-
ance of a respective policy that defines the access rights for each tenant. 
Isolation assures QoS and security requirements for that slice, inde-
pendent of other slices operating on the network from the same or 
different users. After a network slice is defined, SDN operates to moni-
tor and enforce QoS requirements by controlling the behavior of the 
QoS flow for each slice.

Figure 6, based on concepts in a Next Generation Mobile Networks 
report[6], illustrates network slicing concepts.

The figure shows a simple core network configuration composed of 
three types of devices:

1. Cloud Nodes: These nodes provide cloud services, software, and 
storage resources. There are likely to be one or more central cloud 
nodes that provide traditional cloud computing service. In addition, 
cloud-edge nodes provide low-latency and higher-security access to 
client devices at the edge of the network. All of these nodes include 
virtualization system software to support virtual machines and con-
tainers. NFV enables effective deployment of cloud resources to the 
appropriate edge node for a given application and given fixed or 
mobile user. The combination of SDN and NFV enables the move-
ment of edge resources and services to dynamically accommodate 
mobile users.

2. Networking Nodes: These nodes are IP routers and other types of 
switches for implementing a physical path through the network for 
a 5G connection. SDN provides for flexible and dynamic creation 
and management of these paths.

3. Access Nodes: These nodes provide an interface to radio access 
networks, which in turn provide access to mobile UE. SDN creates 
paths that use an access node for one or both ends of a connection 
involving a wireless device.

The remainder of Figure 6 illustrates three use cases. The blacked-
out core network resources represent resources not used to create the 
network slice. Cloud nodes that are part of the slice may include the 
following:

• Control plane functions associated with one or more user plane func-
tions (for example, a reusable or common framework of control)

• Service- or service category-specific control plane and user plane 
function pairs (for example, a user-specific multimedia application 
session)

Introduction to 5G continued
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Figure 6: 5G Network Slices Implemented on the Same Infrastructure
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The first network slice depicted in Figure 6 is for a typical smartphone 
use case. Such a slice might have fully fledged functions distributed 
across the network. The second network slice in the figure indicates the 
type of support that may be allocated for automobiles in motion. This 
use case emphasizes the need for security, reliability, and low latency. 
A configuration to achieve these needs would limit core network 
resources to nearby cloud edge nodes, plus the recruitment of suffi-
cient access nodes to support the use case. The final use case illustrated 
in Figure 6 is for a massive Internet of Things (IoT) deployment, such 
as a huge number of sensors. The slice can contain just some specific 
Control Plane (CP) and User Plane (UP) functions with, for example, 
no mobility functions. The CP and UP functions might include filtering 
and preliminary data analysis at the edge and big data types of analy-
sis at a more central node. This slice would need to engage only access 
nodes nearest to the IoT device deployment.
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Radio Access Network
As for the 5G core network, there are dozens of 3GPP specifica-
tions related to the 5G RAN. A key document in this collection is 
3GPP Technical Specification TS 38.300[7]. This document provides a 
detailed technical overview of the RAN architecture, protocols, func-
tionality, and interfaces, and is the primary basis for the presentation 
in this article.

The overall RAN architecture, in terms of the deployment of base-
station RAN nodes, is dictated by the need to coexist with 4G UE and 
4G core networks for an extended period. In 2019, 4G became the 
dominant mobile technology across the world, with more than 4 bil-
lion connections, accounting for 52% of total connections (excluding 
licensed cellular IoT). 4G connections will continue to grow for the 
next few years, peaking at just under 60% of global connections by 
2023[8]. It is clear that 4G UE will form a major portion of the cellular 
demand for quite a few years to come.

The most important requirement for 5G carriers is to provide full sup-
port for both 4G and 5G UE. Figure 7, from TS 38.300, is a simplified 
view of the overall RAN architecture and its interface to the 5G core 
network for providing that support. The figure depicts two types of 
base stations. The gNB node provides 5G New Radio (NR) user plane 
and control plane protocol terminations toward the UE and connects 
via the NG interface to the 5GC (5G core). The ng-eNB node pro-
vides 4G, referred to as Evolved Universal Terrestrial Radio Access 
(E-UTRA) user plane and control plane protocol terminations toward 
the UE and connects via the NG interface to the 5GC. 

Figure 7: Overall Radio Access Network Architecture
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The base stations interconnect with each other by means of the Xn 
interface. Base stations connect to the core network through the NG 
interfaces, more specifically to the AMF (access and mobility manage-
ment function) by means of the NG-C interface and to the UPF by 
means of the NG-U interface.

Figure 8, from TS 38.401[9], provides a different perspective on key 
5G RAN interfaces. A gNB may be a single integrated system, referred 
to as a monolithic or non-split node. Or a gNB may be organized 
as a split node, consisting of a gNB-Central Unit (gNB-CU) and one 
or more gNB-Distributed Units (gNB-DUs). The CU processes non-
real-time protocols and services, and the DU processes physical layer 
protocol and real-time services. One gNB-DU supports one or mul-
tiple cells. One cell is supported by only one gNB-DU. A gNB-CU 
and the gNB-DU units are connected via the F1 logical interface. One 
gNBDU is connected to only one gNB-CU. For resiliency, a gNB-DU 
may also be able to connect to another gNB-CU (if the primary gNB-
CU fails) through appropriate implementation. NG, Xn, and F1 are 
logical interfaces.

Figure 8: RAN Interfaces
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Air Interface
As with other aspects of 5G, dozens of 3GPP specifications are re-
lated to the 5G RAN. However, the definitive document is ITU-R 
Recommendation M.2150[10], issued in February 2021. The current 
version of the Recommendation adopts three radio interface technolo-
gies: 3GPP 5G-SRIT, 3GPP 5GRIT, and 5Gi (India/TSDSI). However, 
the 5Gi specification is unlikely to achieve widespread adoption out-
side of India[11]. Accordingly, the coverage in this article of the air 
interface standards is based on the 3GPP specifications. This article 
summarizes three key aspects of the air interface: antennas, physical 
layer, and channel coding. 
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Antennas
5G systems use Multiple-Input/Multiple-Output (MIMO) antenna 
systems extensively. Key features are base-station antennas consisting 
of large arrays of antennas and the use of Beamforming, and Beam 
Management.

In a MIMO scheme, the transmitter and receiver employ multiple an-
tennas. The source data stream is divided into n substreams, one for 
each of the n transmitting antennas. The individual substreams are the 
input to the transmitting antennas (multiple input). At the receiving 
end, m antennas receive the transmissions from the n source anten-
nas via a combination of line-of-sight transmission and multipath. The 
output signals from all of the m receiving antennas (multiple output) 
are combined. With a lot of complex math, the result is a much bet-
ter receive signal than can be achieved with either a single antenna or 
multiple frequency channels. Note that the terms input and output 
refer to the input to the transmission channel and the output from the 
transmission channel, respectively.

MIMO systems are characterized by the number of antennas at each 
end of the wireless channel. Thus, an 8 × 4 MIMO system has eight 
antennas at one end of the channel and four at the other end. In con-
figurations with a base station, the first number typically refers to the 
number of antennas at the base station. There are two types of MIMO 
transmission schemes:

1. Spatial Diversity: The same data is coded and transmitted through 
multiple antennas, effectively increasing the power in the chan-
nel proportionally to the number of transmitting antennas. This 
mechanism improves the Signal-to-Noise Ratio (SNR) for cell 
edge performance. Further, diverse multipath fading offers multi-
ple “views” of the transmitted data at the receiver, thus increasing 
robustness. In a multipath scenario where each receiving antenna 
would experience a different interference environment, there is a 
high probability that if one antenna suffers a high level of fading, 
another antenna will have sufficient signal level.

2. Spatial Multiplexing: A source data stream is divided among the 
transmitting antennas. The gain in channel capacity is proportional 
to the available number of antennas at the transmitter or receiver, 
whichever is less. Spatial multiplexing can be used when trans-
mitting conditions are favorable and for relatively short distances 
compared to spatial diversity. The receiver must do considerable 
signal processing to sort out the incoming substreams, all of which 
are transmitting in the same frequency channel, and to recover the 
individual data streams.

Beamforming is one of the essential technologies in developing ad-
vanced cellular antenna systems. Beamforming is a technique by which 
an array of antennas can be steered to transmit radio signals in a spe-
cific direction. Rather than simply broadcasting energy/signals in all 
directions, the antenna arrays that use beamforming determine the 
direction of interest and send/receive a stronger beam of signals in that 
specific direction. 

Introduction to 5G continued
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In this technique, each antenna element is fed separately with the sig-
nal to be transmitted. The phase and amplitude of each signal are then 
added constructively and destructively in such a way that they concen-
trate the energy into a narrow beam or lobe. The various transmitted 
signals merge in the air by normal coherence of the electromagnetic 
waves, thereby forming a virtual beam in a predetermined direction. 
To understand how this procedure works, consider a signal that is fed 
to different antenna elements shifted in phase different amounts for 
each element. Now picture the transmitted energy from each element 
at an angle of 45˚. At any point along that 45˚ line, the distance trav-
eled by electromagnetic waves from different antenna elements is not 
equal. If the phase shifting is such that at 45˚ signals from all antenna 
elements arrive at the same phase, then the beam is strongest in that 
direction.

Beam Management refers to techniques and processes used to achieve 
the transmission and reception of data over relatively narrow beams. 
Beamforming and beam management are essential for using the  
millimeter-wave (mmWave) region over the 5G air interface. Narrow 
beams are needed to compensate for high path loss and blockage. With 
the use of narrow beams, and especially if the UE is mobile, beam man-
agement provides the means for both the base-station antenna and the 
onboard UE antenna to “lock on” to a beam that provides an optimal 
path from transmitter to receiver.

By adjusting the phase and amplitude parameters, a MIMO antenna 
can generate multiple beams, with each beam covering part of the cell 
area. For downlink transmission, the objective of beam management 
is to select a transmit beam to a UE so that the UE can receive the sig-
nal with the highest power and best SNR. For uplink transmission, the 
base station attempts to choose the receive beam for a UE with the best 
receive beamforming gain. Similarly, if the UE antenna system is capa-
ble of beamforming, the UE can use the beams to improve link quality.

The beam management procedure involves beamforming, beam sweep-
ing, beam measurement, beam determination, and beam reporting, as 
shown in Figure 9.

This figure is taken from [12], which indicates the following elements 
in the context of downlink transmission:

• Beam Sweeping: The base-station antenna (that is, the 5G radio 
access network node gNB) transmits beams in a predetermined 
sequence for beam measurement at the UE side.

• Beam Measurement: The UE measures the characteristics of received 
beamformed signals.

• Beam Determination: The UE selects the optimal beam. In essence, 
the UE isolates the receive beam, which affords the best reception. 
The best results are obtained when the transmitting and receiving 
beam pair is optimal for the location of the UE at the time.

• Beam Reporting: The UE reports back to the gNB the information 
based on beam measurement.
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Figure 9: Beam Management Procedures with Downlink Transmissions
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Beam management is an ongoing dynamic process that involves select-
ing an initial beam pair and then modifying the selection as transmit/
receive conditions change.

The term full-dimension MIMO (FD-MIMO), or 3D-MIMO, refers 
to a MIMO antenna system that is capable of varying the direction of a 
beam in both horizontal (azimuth) and vertical (elevation) dimensions. 
Thus, FD-MIMO can project a beam in any direction in three-dimen-
sional space. This capability has advantages, especially in dense urban 
environments. The ability to adjust transmitted beams in the ver-
tical dimension can improve the received signal power of terminals 
deep inside high-rise buildings and help overcome some of the build-
ing penetration loss. FD beamforming is also advantageous in indoor 
deployments in high-rise buildings, where a single base station may be 
able to optimize coverage over more than one floor. Such techniques 
directly increase spectral efficiency.

OFDMA and SC-FDMA
An important access of the air interface is the way multiplexing and 
multiple access is achieved over a physical transmission channel. 
Two techniques are employed for the 5G air interface: Orthogonal 
Frequency Division Multiple Access (OFDMA) and Single-Carrier 
Frequency Division Multiple Access (SC-FDMA). These two schemes 
use the following foundational techniques:

• Frequency-Division Multiplexing (FDM): A physical-layer techni- 
que in which multiple baseband signals are modulated on different  
frequency carrier waves and added together to create a com- 
posite signal. The effect of FDM is to divide a transmission band-
width into multiple subchannels, each of which is dedicated to a 
particular baseband signal.

Introduction to 5G continued
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• Frequency-Division Multiple Access (FDMA): An access method at 
the data-link layer based on FDM principles, in which different fre-
quency bands are allocated to different data streams, possibly from 
different users. The data-link layer in each station tells its physical 
layer to make a bandpass signal from the data passed to it. The sig-
nal must be created in the allocated band. There is no multiplexer at 
the physical layer. The signals created at each station are automati-
cally bandpass-filtered. They are mixed when they are sent to the 
common channel. FDMA supports demand assignment, in which 
the assignment of frequency bands to users changes over time.

Orthogonal Frequency Division Multiplexing (OFDM), also called 
Multicarrier Modulation, is dedicated to a single data source. It uses 
multiple carrier signals at different frequencies, sending some of the 
bits on each channel. It differs from ordinary FDM in that the individ-
ual subcarriers are orthogonal to one another. In essence, signals are 
orthogonal to one another if the peaks of the power spectral density of 
each subcarrier occur at a point at which the power of other subcarri-
ers is zero. A result of this property is that adjacent subcarriers can be 
packed closely together, making efficient use of the bandwidth.

OFDM has several advantages. First, frequency-selective fading affects 
only some subcarriers and not the whole signal. If the data stream 
is protected by a forward error-correcting code, this type of fading 
is easily handled. More importantly, OFDM overcomes Intersymbol 
Interference (ISI) in a multipath environment. ISI has a greater impact 
at higher bit rates because the distance between bits, or symbols, is 
smaller. With OFDM, the data rate is reduced by a factor of N, and 
this reduction increases the symbol time by a factor of N. This increase 
dramatically reduces the effect of ISI. As a result of these considerations, 
with the use of OFDM it may not be necessary to deploy equalizers, 
which are complex devices whose complexity increases with the num-
ber of symbols over which ISI is present.

Like OFDM, OFDMA employs multiple closely spaced subcarriers, 
but for OFDMA, the subcarriers are divided into groups of subcar-
riers. Each group is referred to as a subchannel. The subcarriers that 
form a subchannel need not be adjacent. In the downlink, a subchan-
nel may  be intended for different receivers. In the uplink, a transmitter 
may be assigned one or more subchannels.

Subchannelization defines subchannels that can be allocated to 
Subscriber Stations (SSs) depending on their channel conditions and 
data requirements. Using subchannelization within the same time slot, 
a Base Station (BS) can allocate more transmit power to user devices 
(SSs) with lower SNR, and less power to user devices with higher 
SNR. Subchannelization also enables the BS to allocate higher power 
to subchannels assigned to indoor SSs, resulting in better in-building 
coverage. 
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Subchannels are further grouped into bursts, which can be allocated 
to wireless users. Each burst allocation can be changed from frame to 
frame as well as within the modulation order. This capability allows 
the base station to dynamically adjust the bandwidth usage according 
to the current system requirements. Subchannelization in the uplink 
can save user-device transmit power because it can concentrate power 
on only certain subchannels allocated to it. This power-saving feature 
is particularly useful for battery-powered user devices, the likely case 
in mobile 4G and 5G.

SC-FDMA is a more recently developed multiple-access technique that 
is similar in structure and performance to OFDMA. One prominent 
advantage of SC-FDMA over OFDMA is the lower Peak-to-Average 
Power Ratio (PAPR) of the transmit waveform, which benefits the 
mobile user in terms of battery life and power efficiency. OFDM sig-
nals have a higher PAPR because, in the time domain, a multicarrier 
signal is the sum of many narrowband signals. At some time instances 
this sum is large, and at other times it is small, meaning the peak 
value of the signal is substantially larger than the average value. Thus, 
SC-FDMA is superior to OFDMA. However, it is restricted to uplink 
use because the increased time-domain processing of SC-FDMA would 
entail considerable burden on the base station.

Figure 10 provides an example of how the OFDM and SC-FDMA 
signals appear. As the figure illustrates, with OFDM, a source data 
stream is divided into N separate data streams, and these streams are 
modulated and transmitted in parallel on N separate subcarriers, each 
with bandwidth fb. The source data stream has a data rate of R bps, 
and the data rate on each subcarrier is R/N bps. For SCFDMA, it 
appears from Figure 10 that the source data stream is modulated on 
a single carrier (hence the SC prefix to the name) of bandwidth N × fb 
and transmitted at a data rate of R bps. The data is transmitted at a 
higher rate but over a wider bandwidth compared to the data rate on 
a single subcarrier of OFDM. However, because of the complex signal 
processing of SC-FDMA, the preceding description is not accurate. In 
effect, the source data stream is replicated N times, and each copy of 
the data stream is independently modulated and transmitted on a sub-
carrier, with a data rate on each subcarrier of R bps. 

Compared with OFDM, SC-FDMA transmits at a much higher data 
rate on each subcarrier, but because the same data stream is on each 
subcarrier, it is still possible to reliably recover the original data stream 
at the receiver.

Introduction to 5G continued
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Figure 10: Example of OFDMA and SC-FDMA
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Channel Coding
3GPP TS 38.212[13] specifies two Forward Error Correction (FEC) 
techniques for the air interface: Low-Density Parity-Check Coding 
and Polar Coding. TR 38.802[14] contains the results of a study into 
NR physical-layer aspects, and is useful for understanding the reason-
ing behind the concepts. An adequate overview of these two techniques 
is beyond the scope of this article, but a brief overview of the concepts 
is provided.

An (n, k) parity-check code encodes k data bits into an n-bit code-
word. Typically, and without loss of generality, the convention used is 
that the leftmost k bits of the codeword reproduce the original k data 
bits, and the rightmost (n – k) bits are the check bits. Such a code is 
defined by a set of m = (n – k) simultaneous linear equations. If there 
are m linearly independent equations, there will be some set of k of the 
variables that can be arbitrarily specified such that one can solve for 
the other (n – k) variables.
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A parity-check code that produces n-bit codewords is the set of solu-
tions to the following equations:

 h11c1 ⊕ h12c2 ⊕ … + h1ncn = 0
 h21c1 ⊕ h22c2 ⊕ … ⊕ h2ncn = 0
 •
 •  
 •
 hm1c1 ⊕ hm2c2 ⊕ … ⊕ hmncn = 0

…where the coefficients hij take on the binary values 0 or 1. The spe-
cific set of values of hij define a specific code.

The m × n matrix H = [hij] is called the Parity Check Matrix. Each of 
the m rows of H corresponds to one of the individual equations. Each 
of the n columns of H corresponds to one bit of the codeword. If we 
represent the codeword by the row vector c = [cj], then the equation set 
can be represented as:

 HcT = cHT = 0

A Low-Density Parity-Check (LDPC) code is one in which H has a 
small density of 1s. That is, the elements of H are almost all equal to 0. 
Hence the designation low density. LDPC codes are enjoying increas-
ing use in high-speed wireless specifications, including Wi-Fi, satellite, 
and cellular. LDPC codes exhibit performance in terms of bit error 
probability that is very close to the Shannon limit and can be efficiently 
implemented for high-speed use.

LDPC codes are suitable for larger blocks of data and are used for 5G 
data channels. Greater efficiency for small blocks of data is achievable 
with polar codes, and thus they are used for control channels. Polar 
codes involve a relatively complex mathematical transformation that 
involves splitting a communication channel into numerous synthetic 
bit channels, some of which have extremely low bit error rates and the 
remainder have high bit error rates, with the data bits being sent over 
the reliable bit channels. The mathematics behind this transformation 
is fairly complex and is not pursued here.
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Why ATM Failed

by Craig Partridge, Colorado State University

I n the late 1980s and early 1990s, Asynchronous Transfer Mode 
(ATM) was widely viewed as the new Internet architecture poised 
to take the place of the nascent Internet and to inaugurate a world-

wide high-speed communications infrastructure. It didn’t happen. 
Instead, after several years of uncertainty, the Internet swept ATM to 
the side and grew into the global infrastructure we know today.

Even today, 30+ years later, there are different views about how and 
why ATM “failed.” This essay, while acknowledging ATM had to 
overcome some technical hurdles, argues that the central problem was 
a fast-moving window of opportunity that was squandered, largely 
because of poor standards leadership.

Origins of ATM
Jonathan Turner’s forward-looking essay “New Directions in Com-
munications (or Which Way to the Information Age?),” published 
in 1986, is widely viewed as the paper that launched ATM[1]. Turner 
examined the growing diversity of applications using data networks—
in particular, advent of many-channel cable television. He looked at 
the rapidly diminishing error rates in transmission networks, thanks to 
the advent of fiber-optic cables. 

Turner predicted that to meet future needs, our communications 
networks should be designed around high-performance parallel 
switches optimized for short packets of information sent over low-
error links. Building on prior work at Bell Labs, Turner anticipated 
that to keep overhead (notably headers) in the short packets small, 
packets would contain small labels that associated the packets with 
established connections through the network (both point-to-point and 
point-to-multipoint). 

That, simply, was the idea behind Asynchronous Transfer Mode: 
implement a futuristic network in which data was reliably transported 
at high speed in small, fixed-size packets called cells over connections.

Turner’s central insights were right. Today’s data communications 
networks are built around highly reliable transmission networks and 
make heavy use of high-performance parallel switches. Furthermore, 
those high-performance parallel switches internally move data in ways 
akin to Turner’s proposed small packets.

When Turner made his predictions, the Internet was entering one of 
most difficult stages in its explosive growth. In late 1986, the Internet 
became plagued by congestion and routing collapses and struggled 
with inadequate network-management capabilities. 
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The Internet standards process was not up to the task of handling 
these concurrent challenges and, as a result, it was necessary to create 
the Internet Engineering Task Force (IETF) to coordinate the substan-
tial efforts to convert research into standardizations. It would take 
until 1989 for the critical issues to get resolved and their solutions 
standardized.

Thus, in 1986, future-focused people in data networking saw a lot of 
wisdom in Turner’s paper and a level of worry when they looked at the 
state of the Internet. Planning for a better data-communications future 
based on Turner’s ideas was appealing.

Nonetheless, ATM, the realization of Turner’s vision, failed for three 
reasons. First, ATM suffered from exceptionally poor standards lead-
ership. Second, and due in part to the poor standards leadership, ATM 
missed the window(s) of opportunity to capture the local-area network 
market. Finally, ATM had difficulties matching the needs of the emerg-
ing wide-area Internet market.

The ATM Choices in 1986
Before delving into where ATM failed, it is useful to look at the 
futures one could envision for ATM in 1986 after reading Turner’s 
paper. Turner suggested at least three choices, and the choices were not 
exclusive:

• ATM as the future universal data-networking protocol. This choice 
was the most intellectually popular one and, furthermore, the one 
the telephony industry wanted to see. In this plan, ATM, with its 
high performance, would sweep away the various networking 
alternatives such as TCP/IP, Open Systems Interconnection (OSI), 
Apple’s AppleTalk, IBM’s Systems Network Architecture (SNA), 
and Novell Netware. ATM would be end-to-end, from the wall jack 
in your home or office to the data center or business. Furthermore, 
ATM could also support voice and video—in ways the Internet 
could not yet—thus positioning the telephone industry to retain 
their existing voice business and take customers from the cable TV 
industry.

• ATM as a Local-Area Network (LAN) technology[2]. In 1986, the 
state of local-area networks was poor. The major technology was 
original Ethernet, which required heavy coax cables. Interconnect-
ing Ethernets was tedious and required hand configuration to avoid 
routing loops. It was just in 1986 that Digital Equipment Corpora-
tion introduced the Spanning Tree Protocol, which prevented loops 
and made it much easier to connect Ethernet segments. Thus, in 
1986, LANs looked clunky, and ATM looked like a way to make it 
easier to build large corporate networks. This approach was partic-
ularly appealing to Silicon Valley startups, because it was relatively 
simple to build a 4- or 8-port ATM switch, and they could envision 
that if their small switches sold well, they would be positioned to 
move into the wide-area ATM market when that market matured.
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• Finally, you could envision ATM as just-another-link layer over 
which you ran TCP/IP. At its simplest, the idea was that ATM would 
be the next-generation Wide-Area Networking (WAN) protocol 
and TCP/IP would run on top of it. This idea was popular primarily 
within the burgeoning TCP/IP community, but it was also accept-
able in Silicon Valley, where the ATM-as-a-LAN product vendors 
were happy to have customers for their products, even if those cus-
tomers used TCP/IP. It was, of course, anathema to the telephony 
community, which sought to use ATM to take control of the grow-
ing data-communications market.

Exceptionally Poor Standards Leadership
Turner’s vision of the future was particularly appealing to the inter-
national telephony community, which had missed the early stages of 
the data-communications revolution and the cable-television revolu- 
tion. Telephone companies, many of which were quasi-government 
owned, were (correctly) concerned that their business model centered 
on voice communication was going to be destroyed and their busi-
ness would shrink to managing the fiber and cables over which other  
companies would make money selling data services.

So, the telephone companies tasked a committee of their standards 
organization—the International Telecommunication Union (ITU)— 
to make Turner’s vision a reality. The Consultative Committee for 
International Telegraphy and Telephony (CCITT) began creating 
ATM. (In 1992, CCITT became the International Telecommunication 
Union Telecommunication Standardization Sector [ITU-T]).

CCITT was utterly unsuited to create data-communications standards. 
It was a standards group that drew its expertise largely from telephony 
laboratories. A senior US data-communications researcher from Bell 
Communications Research [“Bellcore”](which had spun off from Bell 
Labs) attended one of the early ATM standards meetings, assessed the 
data-communications expertise in the room, and promptly announced 
to his friends that ATM was an acronym for “Another Telephony 
Mistake.”

CCITT launched straight into standards making without doing an 
architectural review. Turner had assumed a world of high-speed, low-
error networks, and those assumptions had architectural implications. 
For example, in 1990, Julio Escobar and I did a detailed study of how 
to do error detection and recovery for ATM in fiber-optic networks. 
When Julio took our results to a CCITT meeting to figure out what we 
had missed, he was stunned to be welcomed as the first person who 
had done an analysis.

CCITT assumed that the world in which the telephone, the cable TV, 
and the computer each had its own distinctive wall plug would per-
sist in ATM. This assumption was at odds with Turner’s vision. In his 
paper, Turner had pointed out that application-specific networks were 
a mistake. 

Why ATM Failed continued
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It was widely understood in the data-communications community  
that all data was bits and, for the most part, those bits did not care 
about the format or the wire they were transmitted over. But CCITT’s 
member telephone companies wanted to charge different tariffs for 
different services, so having a uniform protocol for all data was unde-
sirable. Rather the notion was they would charge distinct tariffs for 
voice, video, and data, and enforce this differentiation by formatting 
the different types of data in distinct formats in ATM. Accordingly, 
CCITT went ahead and defined distinct cell formats, called ATM 
Adaptation Layers (AALs), for voice, video, and data. Each AAL was 
mapped into a standard 53-byte cell format.

The development of the AAL for data was a particular disaster. The 
standards group initially planned for two data AALs, AAL 3 for digital 
video and AAL 4 for computer data. They realized the two could be 
combined, and they created AAL 3/4, which was swiftly standardized, 
but was so badly designed that data-communications-savvy members 
of the standards committee consulted with members of the IETF to 
propose a new AAL for data, which became AAL 5[3].

Finally, that 53-byte cell size is worth attention. It came about because 
of a disagreement about data rates. Telephone companies with less-
developed networks were planning to offer ATM over 1.5- or 2-Mbps 
links (US T1, European E0), and they wanted to support voice calls 
over ATM. To avoid jitter, that support dictated a small cell size. In 
contrast, companies in the US expected to offer ATM on 155-Mbps 
(OC-3) or greater high-speed links and wanted larger cell sizes to 
reduce the cost of fragmenting data into cells. Competing proposals of 
16- and 128-byte cells moved to 32 and 64 bytes, respectively, and the 
compromise was 48 bytes plus a 5-byte header. The result was to meet 
neither party’s goals.

By late 1991, the failings of the ATM standards process were so severe 
that the emerging ATM vendor community had to step in. The vendors 
announced an industry-driven standards group, The ATM Forum. The 
Forum effectively took over the ATM standards process.

A Window of Opportunity in the Local Area
In the grand telephony vision, ATM was designed to be a new network-
ing technology, delivered by the telephone company to your office or 
home. To achieve that dream, ATM needed to win the competition 
for the home and office network. In 1986, when ATM was first envi-
sioned, its adoption looked eminently possible, because there was no 
home network (people dialed into their office computer [not the net-
work, but a specific computer] using a modem) and the primary office 
network technology was the cumbersome original Ethernet.

But change was also coming. The first thin-wire Ethernet standard, 
802.3e, was standardized in 1986. The standard for 10BASE-T, which 
worked over twisted pair, would come in 1990. 
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With the advent in 1989 of the first multi-port Ethernet switches (from 
Kalpana), setting up an office Ethernet became a matter of running 
4-wire cables to a closet that held an Ethernet switch. Physically that 
was the same service ATM was planning to offer, and thanks to Ethernet 
bridging standards, it was easier to install and operate Ethernet than 
the nascent ATM LANs.

Consumers could see that more Internet-compatible technology was 
coming soon. Plans for 100BASE-T (100-Mbps Ethernet) were soon 
well-known. It came out in 1995. Wireless networking appeared in 
1990 (WaveLAN), and standardization efforts leading to Wi-Fi, which 
was intentionally made easy to integrate with wired Ethernet, soon 
followed.

Concurrently, the Internet was booming. Its major technical problems 
having been resolved, its user population grew 16X between 1990 and 
1995. The World Wide Web appeared in 1991. The Internet was built 
around Ethernet at the edges and long-haul leased lines in the core. 
If you had joined the Internet revolution, ATM meant changing your 
working installed technology. If you could convince yourself that the 
Ethernet growth curve was good enough, then you didn’t need ATM 
LANs.

Thus, by late 1990, ATM had serious market competition at the edge. 
It was clear the competition was going to increase. There was a narrow 
opportunity (perhaps already lost) to capture market share and make 
ATM the networking service at the network edge. The realization the 
market window was closing helps explain the vendors’ desire to fix the 
ATM standards process and create The ATM Forum in 1991.

In retrospect, ATM never managed to grab that market window, 
and the advent of 100-Mbps Ethernet slammed the window shut. 
Corporate customers had bought a handful of ATM switches to see if 
they might work if Ethernet and Wi-Fi did not evolve fast enough. But 
Ethernet and Wi-Fi did evolve fast enough. Furthermore, experience 
with ATM LANs did not make a compelling case for change.

A Last Chance in the Wide Area
While ATM was rapidly losing credibility for the office and home LAN 
market at the start of the 1990s, it still had a viable potential role as 
the technology for wide-area networks. The Internet relied on telecom-
munications companies for its long-haul links. It was entirely possible 
that those long-haul links could be running ATM.

At the start of the 1990s, no one knew how to build a multigigabit 
Internet router. The only working devices that could move data at line 
speed between multiple gigabit links were ATM switches. Admittedly 
the switches were prototypes and vendors were waiting for ATM stan-
dards to finalize the products, but realized versions of those devices 
existed, whereas a multigigabit router did not.

Why ATM Failed continued
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So, in many ways, a version of Turner’s vision was still alive. The  
difference from 1986 was that rather than seeing the whole network 
as running something like ATM, the vision was that there would be 
islands of Ethernets running IP interconnected via ATM (with no  
routers in the network center because the routers were too slow).

As in the LAN market, emerging technologies and market forces meant 
ATM needed to move swiftly to grab this opportunity. In defense of 
the folks working on ATM for the wide area, unlike the LAN market 
(where the competitive situation was obvious to anyone who wished 
to look), the competition for the wide area was not widely recognized. 
It looked as if there was plenty of time to make this vision happen. As 
a result, just as in the LAN market, the wide-area ATM effort did not 
move fast enough.

Critical to this portion of the ATM story is the rise of businesses that 
made their money installing and selling long-haul runs of fiber-optic 
links. A British company, Cable and Wireless, jumped into this busi-
ness when AT&T was broken up in 1984, and other companies, 
including what would become Level 3, followed. These companies 
started by renting fiber-optic links to the telephone carriers, but in the 
early 1990s they realized there was a possible market selling links to 
Internet Service Providers (ISPs).

The links ran a point-to-point protocol using the Synchronous Optical 
NETwork (SONET) or Synchronous Digital Hierarchy (SDH) proto-
cols (which differed in minor details). SONET/SDH deliver blocks of 
bytes at a range of speeds from 155 Mbps up to many gigabits.

By mid-1993, there was a draft of a standard for running IP (and other 
protocols) over ATM. This standard was recognized to be at least a 
year later than the market needed it. In this case, arguments among 
vendors had caused the IETF to take too long. Nonetheless, when the 
standard was issued, the telephone industry could have sold high-speed 
(155 Mbps and faster) static ATM circuits running to ISPs. There was 
early adopter interest in such a product. But, for reasons unclear, the 
telephone industry did not offer a product.

Enterprising technologists realized there was an opening to develop a 
competing product to meet ISPs’ need to be able to transmit IP data-
grams over SONET links. In mid-1994, a draft of a standard for the 
Point-to-Point Protocol (PPP) operating over SDH/SONET appeared. 
PPP over SONET/SDH was an appealing product because ISPs could 
simply lease a fiber between two points of presence and run PPP. That 
approach allowed the ISPs to bypass the telephone companies by rent-
ing fiber directly and running PPP. An added benefit was that PPP 
made better use of the link (less overhead) than ATM and was simpler 
to manage.

At this point, the ATM dream was nearing its end. The only remain-
ing hope was that the TCP/IP protocols would fail to scale cleanly to 
gigabit speeds. 
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By 1994, the only challenge remaining for TCP/IP was the develop-
ment of multi-gigabit (10+ Gbps and faster) Internet routers. But by 
early 1995, multiple router vendors were indicating to their customers 
that, while challenges remained, the customers should expect multi-
gigabit IP routers to appear.

Conclusion
In 1996, ten years after Turner’s paper, ATM as a forward-looking 
networking protocol was effectively dead. The IETF’s IP over ATM 
working group held its last meeting in March 1996.[4,5,6] Perhaps more 
vividly illustrating the situation, a startup named Ipsilon was market-
ing a product that sought to repurpose ATM switches as IP routers.

ATM had its origins in Jon Turner’s clear vision of the future, and it 
had a 2- to 5-year head start on the protocols it would compete with. 
This essay suggests that the ATM community squandered that lead. A 
valid alternative explanation is that ATM was too complex. Creating 
a high-speed, circuit-switched, data-networking protocol was a diffi-
cult problem in the 1980s, and ATM struggled with challenges such as 
address resolution and congestion control. But those challenges were 
ultimately solved. I suggest they would have been solved earlier had 
the ATM community felt more urgency, and thus this essay focuses 
on missed chances rather than a technical reason for the ATM failure.
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Lessons Learned from 20 Years of Cellular and Wi-Fi Integration

by Mark Grayson, Cisco Systems

B y any measure, cellular and Wi-Fi wireless technologies can be 
viewed as having fundamentally transformed the way users con-
sume Internet services. The number of cellular users worldwide 

now exceeds 7 billion[1], and the number of Wi-Fi devices shipped now 
exceeds 39 billion[2]. These numbers reflect the complementary nature 
of the wireless systems, with the exclusively licensed cellular systems 
enabling cellular operators to provide Internet access over wide geo-
graphic coverage and the shared unlicensed Wi-Fi systems enabling 
businesses and individuals to provide targeted local-area coverage.

Whereas the default approach is for these two wireless systems to sim-
ply co-exist while supporting their respective value propositions, there 
have been various attempts over the last 20 years to integrate the two 
technologies into a single “converged” architecture. Over those 20 
years, and the different “Gs,” a myriad of architectural approaches 
has been specified by the 3rd Generation Partnership Project (3GPP) 
to integrate Wi-Fi and cellular architectures.

This article looks at some of the key takeaways from the last 20 years 
of attempting to converge cellular and Wi-Fi systems.

3GPP Specifications
Efforts started in December 2003, when 3GPP approved its first work 
item for “UMTS-WLAN Interworking”[3]. The justification behind the 
work item highlighted the complementary nature of cellular and Wi-Fi 
deployments:

“WLAN technology can complement 3GPP based networks 
in deployment environments with high user density and 
demand for higher data rates. However, in order to provide 
flexible use of both technologies in these environments and 
to provide mobility of services between the two technolo-
gies it is sensible that some degree of interworking exists 
between the two technologies/systems.”

Fast forward 20 years and there now have been over a dozen different 
approaches specified that look to “converge” cellular. These are listed 
in Table 1, with some of the architectures illustrated in Figure 1.

Table 1: A range of 3GPP approaches for converging 3GPP and Wi-Fi systems.

2G-Based Generic Access Network

3G-Based Interworking WLAN

4G-Based Access Network Discovery and Selection Function, evolved Packet Data 
Gateway, Dual Stack Mobile IPv6, IP Flow Mobility and Seamless WLAN offload, 
Proxy Mobile IPv6 Trusted WLAN, S2a GPRS Tunnelling Protocol Trusted WLAN, 
LTE WLAN Aggregation, LTE/WLAN Radio Level Integration with IPsec Tunnel, 
Network-Based IP Flow Mobility

5G-Based Non-3GPP Interworking Function, 5G Access Traffic Steering Switching  
and Splitting
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Whereas the majority of these architectures have failed to see wide-
scale adoption, the one solution that has seen significant deployment 
is the evolved Packet Data Gateway (ePDG) used to support Wi-Fi 
Calling, illustrated in Figure 1. 

Although standardized in 2008[4], it wasn’t until 2014 with the launch 
of Apple iOS 8 and its native Wi-Fi Calling capability that the func-
tionality became widely adopted, allowing transparent access to IP 
Multimedia Subsystem (IMS)-based rich media communications over 
both Long-Term Evolution (LTE) and Wi-Fi access networks. This type 
of deployment leverages enhanced User Equipment (UE) functionality 
to use an IP Security (IPSec) tunnel between the UE and ePDG to sup-
port the IMS-based services. Figure 1 shows the architecture of 3GPP.

Figure 1: 3GPP’s ePDG Architecture
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GSMA IR.67[5] and 3GPP TS23.003[6] have defined a standard realm 
that mobile operators may use in their Wi-Fi Calling deployments to 
enable their ePDGs to be discoverable over the public Internet. The 
Fully Qualified Domain Name (FQDN) is of the form:

 epdg.epc.mnc<MNC>.mcc<MCC>.pub.3gppnetwork.org

…where <MCC> represents an E.212 Mobile Country Code and <MNC> 
represents the E.212 Mobile Network Code allocated to the mobile 
operator.

Wi-Fi Calling Adoption
In June 2023, the list of allocated MCC and MNC values published at 
http://mcc-mnc.com/ was used to determine whether the operator 
that had been allocated a particular MCC and MNC had configured a 
Domain Name System (DNS) entry to enable its ePDG to be discov-
ered. Table 2 shows the results, which indicate that over 100 countries 
have deployed Wi-Fi Calling where the ePDG is discoverable using the 
standard FQDNs defined by 3GPP.

http://mcc-mnc.com/
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Table 2: Countries where at least one operator has configured a standard DNS 
entry for ePDG discovery (Source: Cisco Systems)

Albania Colombia Iceland Morocco Saint Lucia

Anguilla Croatia India Myanmar
Saint Vincent 
and the 
Grenadines

Antigua and 
Barbuda

Cyprus Indonesia Namibia Saudi Arabia

Argentina Czech Republic
International 
Networks

Nepal Singapore

Armenia Denmark Ireland Netherlands Slovakia

Australia Dominica Israel New Zealand Slovenia

Austria
Dominican 
Republic

Italy Norway South Africa

Bahamas Ecuador Jamaica Oman Spain

Bahrain Egypt Japan Pakistan Sri Lanka

Bangladesh Estonia Jordan Panama Sudan

Barbados Faroe Islands Kazakhstan Paraguay Sweden

Belarus Finland Kuwait Peru Switzerland

Belgium France Latvia Philippines Taiwan

Brazil Germany Liechtenstein Poland Thailand

British Virgin 
Islands

Ghana Lithuania Portugal Türkiye

Brunei Greece Luxembourg Puerto Rico
Turks and 
Caicos Islands

Bulgaria Grenada Malaysia Qatar Ukraine

Cambodia
Guadeloupe and 
Martinique and 
French Guiana

Maldives Reunion
United Arab 
Emirates

Canada Guam Monaco Romania United Kingdom

Cayman Islands Hong Kong Montenegro Russia
United States of 
America

Chile Hungary Montserrat
Saint Kitts and 
Nevis

Vietnam

 
There is clearly a disparity in adoption of the different 3GPP approaches 
for converging 3GPP and Wi-Fi systems. For instance, in contrast to 
the over 100 countries that have launched ePDG-based integration, the 
Global Mobile Suppliers Association (www.gsacom.com) reports that 
only a single operator has invested in LTE WLAN Aggregation.

IMS-based Wi-Fi Calling Observations
Compared to the alternative “trusted” solutions defined by 3GPP for 
integrating Wi-Fi, the ePDG-based integration can leverage any suit-
able Wi-Fi network. The result of this leverage may be one of the key 
reasons that has led to its rapid adoption. 

Cellular and Wi-Fi Integration continued

http://www.gsacom.com
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When looking at the Wi-Fi market as a whole, Dell’Oro reports that 
around 6% of all Wi-Fi equipment revenue is associated with the 
Service Provider segment[7]. Only Manufacturing and Logistics seg-
ments have lower overall market share, with the Wi-Fi markets for 
K-12 Education, Higher Education, Finance, Healthcare, Government, 
Hospitality, and Retail all exceeding the Wi-Fi Service Provider market.

The first lesson learned is to avoid restricting your target market. By 
enabling all segments deploying Wi-Fi to benefit from ePDG-based 
integration, the Wi-Fi Calling approach offers the broadest market 
reach.

The next key observation is that the majority of smartphone data is 
being sent over connections that use Wi-Fi rather than mobile net-
works (2G, 3G, 4G, or 5G). The latest data from UK regulator Ofcom 
indicates that nearly three-questers of all smartphone data is sent over 
Wi-Fi rather than mobile[8]. Increasingly these Wi-Fi systems are being 
dimensioned to deliver gigabit-based services over the fixed network. 
When comparing data from Ofcom’s latest Communications Market 
Report[9], the average volume for fixed broadband, where Wi-Fi domi-
nates, is 453 GB a month, which is 75 times the 6 GB a month for the 
average cellular subscription. 

These figures mean that the smartphone traffic transported over Wi-Fi 
equates to around 1% of the total fixed broadband traffic that can eas-
ily be accommodated. Equally important is the focus of ePDG-based 
integration on delivering seamless connectivity for IMS-based services, 
enabling users to receive mobile calls when out of cell tower coverage. 
With Ofcom reporting that the average UK cellphone user calls for 200 
minutes of use a month, and a conservative 128 Kbps for the IMS call 
over Wi-Fi, the impact of Wi-Fi Calling on the cellphone network can 
be estimated:

 Total 200 minutes (cellular and Wi-Fi) * 75% = 150 minutes over Wi-Fi 
 150 × 60 = 9000 seconds
 9000 × 128 Kb = 1.1Gb = 144 MB 

Importantly, the 144 MB/month of voice-over-Wi-Fi traffic corres- 
ponds to a 2.5% traffic increase compared with the average 6 GB/ 
month used by a cellular subscriber. 

This information can be contrasted with other integration approaches 
that focus on “trusted integration,” where all traffic sent over Wi-Fi 
is integrated into the cellular provider’s gateway. With 75% of traf-
fic being carried over Wi-Fi, these approaches may result in a 300% 
increase in traffic across the cellular network. Whether the cellular 
operators can derive sufficient value from the 300% increase in traf-
fic to cover the additional costs in supporting such is an open issue. 
However, the increasing adoption of encrypted flows over the Internet 
has already impacted an operator’s ability to derive value from observ-
ing data sent over cellular networks. 
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The second lesson learned is to avoid thinking of Wi-Fi and cellular as 
symmetrical services. Wi-Fi is already being dimensioned to support 75 
times the traffic load of cellular, and the majority of smartphone traffic 
continues to be carried on Wi-Fi. Hence, there appears to be advan-
tages to focus integration efforts on systems that avoid transporting 
the bulk of Wi-Fi data over cellphone networks, such as enabled by 
IMS-focused ePDG-based integration.

Integrating Native IP-based Services
In the 20 years since 3GPP embarked on the journey to converge 3GPP 
and Wi-Fi, there has been a significant transition in how Internet ser-
vices are consumed. Early attempts at convergence were hampered by 
the binding of sockets to physical interfaces, with applications often 
stalling as devices made the switch from cellular to Wi-Fi. Hence, 
initial architectures looked to mask transitions from client-side appli-
cations, including the use of Mobile IP client functionality that bound 
sockets to logical instead of physical interfaces. 

In 2023, the Internet is continuing to transition. Not only is over 
90% of Internet traffic encrypted, in certain regions of the world we 
observe that nearly 50% of the traffic has transitioned from regular 
TCP to HTTP3 transported over User Datagram Protocol (UDP)-
based QUIC[10]. Critically, instead of having to mask different paths, 
the QUIC transport protocol supports native connection migration. 
Existing connections continue to operate as devices change their end-
point IP addresses when they switch between different networks.

Since 2022, hyperscaler offerings have included native support for 
HTTP3 and connection migration capability, and the device ecosys-
tem has similarly enabled application developers to benefit from it[11].

The third lesson learned is to avoid thinking of situations where mul-
tiple accesses and multiple paths are available to devices as peculiar. 
Convergence solutions shouldn’t be a “bolt-on” to address specific 
corner cases. Instead, accept that the Internet has already started its 
transition to natively support such scenarios.

The Complexities of Path-Selection Policy
Path-selection policy in a heterogeneous environment is a complex 
issue. Instead of the network-controlled handover approach used in  
homogeneous cellular networks, the characteristics of Wi-Fi and 
cellular connections may vary dramatically in terms of costs, qual-
ity, and, for moving users, coverage persistence. However, some of 
the convergence architectures look to expand service providers’ cel-
lular network-controlled approach to accommodate Wi-Fi, enabling 
service providers to define rules that include packet-flow descriptors, 
access-selection criteria, as well as how to control the steering of flows 
between Wi-Fi and cellular. 

But there is now increasing acceptance that the network provider is but 
one stakeholder in the complex decision process that is path selection. 
Identity providers may have preferred relationships that lead them to 
prioritize the usage of specific paths. 

Cellular and Wi-Fi Integration continued
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Users are important stakeholders in path selection, including whether 
the path corresponds to an unmetered private connection or a metered 
network that may lead to additional charges. Operating System and 
device vendors can base their preference on near real-time visibility of 
access networks and associated metrics, and battery levels can be used 
to drive preference for paths that consume lower energy. Application 
providers know the metrics that result in the best application expe-
rience, whether that is lowest latency for interactive applications or 
highest throughput for applications that consume significant amounts 
of data. Applications know in advance the likely duration of applica-
tion flows and whether it is worth migrating already established flows 
or waiting for the establishment of new flows over a newly preferred 
path. 

The device ecosystem is looking to meet the needs of their application 
providers by delivering frameworks that enable applications to con-
figure how multiple paths should be employed, enabling applications 
developers to easily benefit from the HTTP3 connection migration 
capability.

The final lesson learned is that a single command-and-control approach 
to path-selection policy cannot accommodate all stakeholder require-
ments. And we should recognize that value is continuing to migrate 
towards the application; application loyalty is the new brand loyalty. 
So, the goal should be about how to best deliver those application 
experiences, and what hints and instrumentation can be exchanged 
between stakeholders to enable better decisions to be made.

Summary
The last two decades have seen significant investment and innovation 
in the development of cellular and Wi-Fi integration for the delivery 
of enhanced mobile services. This article has looked at the some of the 
key takeaways from the journey and the lessons learned along the way. 
In summary: embracing an approach that facilitates integration with 
the 94% of non-service provider Wi-Fi deployments and leverages the 
native connection migration support provided by HTTP3, while ensur-
ing that application stakeholders can exchange hints to enable better 
decisions, is the best route for delivering enhanced services across com-
bined Wi-Fi and cellular networks.
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A New and Simplified Way to Request  
Nonpublic gTLD Registration Data

By Adiel Akplogan, ICANN

T he Internet Corporation for Assigned Names and Numbers 
(ICANN) has recently launched the Registration Data Request 
Service (RDRS). This new service handles requests for access 

to nonpublic registration data related to generic Top-Level Domains 
(gTLDs). The RDRS is a free and global service that can be an impor-
tant resource for ICANN-accredited registrars and those who have a 
legitimate interest in nonpublic data like law enforcement, intellectual 
property professionals, cybersecurity professionals, consumer-pro-
tection advocates, and government officials. The service introduces a 
more consistent and standardized format for handling these unique 
requests.

Because of personal data protection laws, many ICANN-accredited 
registrars are now required to redact personal data from public records 
such as WHOIS[1] lookups. With no one way to request or access such 
data, it can be difficult for interested parties to get the information they 
need. The RDRS will help ease this problem by providing a simple and 
standardized process to make these types of requests with benefits for 
both registrars and requestors.

The RDRS is not only an important tool for the Internet community at 
large but for the ICANN Board as well. The service was implemented 
at the direction of the ICANN Board to gather relevant usage data 
to help inform policy decisions related to a System for Standardized 
Access/Disclosure[2]. The more registrars and requestors that use the 
RDRS, the more accurate and valuable the data collected will be 
toward making that decision. ICANN-accredited registrars are encour-
aged to opt-in to the service. More information is available at the end 
of this article.

What Is the RDRS?
The RDRS is a free, global, one-stop-shop ticketing system that han-
dles nonpublic gTLD registration data requests. The RDRS connects 
requestors of nonpublic data with the relevant ICANN-accredited reg-
istrars for gTLD domain names that participate in the service. The 
service streamlines and standardizes the process for submitting and 
receiving requests through a single platform. It is important to note 
that the RDRS does not guarantee access to requested registration 
data. All communication and data disclosure between the registrars 
and requestors takes place outside of the system.

Who Can Use the RDRS?
The service is intended for use by ICANN-accredited registrars and 
individuals and entities with a legitimate interest for access to non-
public gTLD registration data. 
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Requestors include but are not limited to: law enforcement, intell- 
ectual property professionals, cybersecurity professionals, consumer 
protection advocates, and government officials. Use by ICANN-accre- 
dited registrars is voluntary. More information on how to opt-in to  
the service is available at the Naming Services Portal for Registrars: 
https://www.icann.org/resources/pages/nsp-registrars- 
2018-03-26-en

Benefits of the Service 
One of the key benefits is the simplification of the request process, 
making it easier to identify the right registrars and provide the neces-
sary information for efficient and timely submission and consideration 
of disclosure requests. Instead of filling out multiple forms with vary-
ing sets of required information, each managed by different registrars, 
requestors need only to complete a single, standardized form through 
the service.

Requestors also no longer need to look up the appropriate registrar to 
contact—the service will do that for them. The service also provides a 
centralized platform where requestors can conveniently access pending 
and past requests. They can create new requests, develop request tem-
plates for future use, and cancel requests when needed. Registrars can 
benefit from using the service as it provides a mechanism to manage 
and track all nonpublic data requests in a single location. Registrars 
can receive automated alerts anytime they receive a request. The use 
of a standardized submission form also makes it easier for the cor-
rect information and supporting documents to be provided to evaluate 
a request. For more information on the RDRS, including a flyer for 
requestors, visit: https://www.icann.org/rdrs-en
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Fragments
APNIC Releases Strategic Plan
The Executive Council (EC) of the Asia Pacific Network Information 
Centre (APNIC) is pleased to announce the availability of APNIC’s 
new four-year strategy. The APNIC Strategic Plan (2024-2027)[1] 
was created by the APNIC EC and Secretariat. It is informed by feed-
back from Members and the community. The plan sets out the future 
that APNIC wishes to see, the objectives and priorities that need to 
be achieved to help reach that future state, and the guiding principles 
underpinning APNIC’s efforts.

The existing strategic pillars of activity (Membership, Registry, 
Development, Information, and Capability) have been re-cast into four 
new ones: Two Value Streams, Registry and Development; and two 
Enablers, Engagement and Capability.

The EC and Secretariat believe the new strategic pillars are the best 
way to group APNIC’s priorities and activities over the coming four 
years, and the Secretariat is transitioning to a new operational staffing 
structure to mirror the plan’s four pillars.

The strategy becomes the guide for APNIC’s annual Activity Plans[2], 
and the activities will align with the overall strategy. The first annual 
Activity Plan based on the strategy will be released in March 2024 at 
the APNIC 57 Annual General Meeting (AGM) in Bangkok, held in 
conjunction with APRICOT 2024: https://2024.apricot.net/

 [1] https://www.apnic.net/wp-content/uploads/2023/12/
APNIC_Strategic_Plan_2024-27.pdf

 [2] https://www.apnic.net/about-apnic/
corporate-documents/plans-and-strategies/

 
Randy Bush Receives Rob Blokzijl Award
The 2023 Rob Blokzijl Award was presented to Randy Bush at the 
RIPE 87 meeting in Rome in November for his many years of contri-
butions to the Internet in the RIPE NCC service region and beyond, 
playing a vital role in establishing Internet networks in many develop-
ing countries in Africa, Latin America and the Caribbean. The award 
committee also recognised Randy’s non-technical contributions as a 
dedicated mentor, for speaking the truth, and for passing on knowl-
edge and values.

The award, bestowed by the Rob Blokzijl Foundation, honours the 
memory of Rob Blokzijl, the first Chair of RIPE. It recognises individu-
als who have made substantial technical and operational contributions 
to the development of the Internet in the RIPE NCC service region and 
supported or enabled others.

You can watch the presentation here: https://ripe87.ripe.net/
archives/video/1145/
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The Internet Protocol Journal (IPJ) is a quarterly technical publication 
containing tutorial articles (“What is...?”) as well as implementation/
operation articles (“How to...”). The journal provides articles about 
all aspects of Internet technology. IPJ is not intended to promote 
any specific products or services, but rather is intended to serve as 
an informational and educational resource for engineering profession-
als involved in the design, development, and operation of public and  
private internets and intranets. In addition to feature-length articles, 
IPJ contains technical updates, book reviews, announcements, opinion 
columns, and letters to the Editor. Topics include but are not limited 
to:
• Access and infrastructure technologies such as: Wi-Fi, Gigabit 

Ethernet, SONET, xDSL, cable, fiber optics, satellite, and mobile 
wireless.

• Transport and interconnection functions such as: switching, routing, 
tunneling, protocol transition, multicast, and performance.

• Network management, administration, and security issues, includ-
ing: authentication, privacy, encryption, monitoring, firewalls, 
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cloud computing, and quality of service.

• Application and end-user issues such as: E-mail, Web authoring, 
server technologies and systems, electronic commerce, and applica-
tion management.

• Legal, policy, regulatory and governance topics such as: copyright, 
content control, content liability, settlement charges, resource allo-
cation, and trademark disputes in the context of internetworking.

IPJ will pay a stipend of US$1000 for published, feature-length arti-
cles. For further information regarding article submissions, please 
contact Ole J. Jacobsen, Editor and Publisher. Ole can be reached at 
ole@protocoljournal.org or olejacobsen@me.com

The Internet Protocol Journal is published under the “CC BY-NC-ND” Creative Commons 
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express or implied, including but not limited to the implied warranties of merchantability, 
fitness for a particular purpose, or non-infringement. This publication could contain technical 
inaccuracies or typographical errors. Later issues may modify or update information provided 
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for any loss or damage caused directly or indirectly by the information contained herein.
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