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I have just returned from the annual Asia Pacific Regional Internet 
Conference on Operational Technologies (APRICOT), held this year 
in Bangkok, Thailand. Amongst the many interesting presentations 
given, there was one entitled “BGP in 2023,” by Geoff Huston. In his 
talk, he asked if we have reached “Peak IPv4,” noting that the overall 
IPv4 routing growth trends slowed down or even reversed through 
2023. His presentation, as well as a YouTube video, are available on 
the APRICOT 2024 website.

In our two previous issues, we published a two-part set of articles under 
the heading “Introduction to 5G” by William Stallings. Part One intro-
duced the standards, specifications, and usage scenarios for 5G. Part 
Two gave an overview of the structure and function of 5G networks. 
A third article, on Network Slicing, which is closely related to 5G, is 
included in this edition.

This journal, as well as its predecessor ConneXions—The Interoper-
ability Report, has covered numerous networking technologies over 
the last 35 years. Some of these technologies have become important 
building blocks for all networks, for example, Ethernet, which for 
more than 50 years has seen further improvements and standardiza-
tion. Our second article, by Mikael Holmberg, describes the history 
and future of Ethernet. 

Pindar Wong has served on our Editorial Advisory Board since the 
inception of this journal. I have always appreciated his invaluable 
insight and advice, particularly on emerging technologies such as 
Blockchain. Pindar has indicated that he is moving on to pursue other 
interests and wishes to step down from his advisory role. I thank Pindar 
for all his contributions and wish him the best in his future endeavors.

I am also extremely honored to welcome Merike Kaeo as a new mem-
ber of the Editorial Advisory Board. Merike has extensive experience 
in all aspects of network and information security, and I look forward 
to working with her on developing article topics for IPJ.

Publication of this journal is made possible by the generous support of 
our donors, supporters, and sponsors. We also depend on your feed-
back and suggestions. If you would like to comment on, donate to, or 
sponsor IPJ, please contact us at ipj@protocoljournal.org

—Ole J. Jacobsen, Editor and Publisher 
ole@protocoljournal.org
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Network Slicing

by William Stallings, Independent Consultant

O ne of the most important features of 5G is Network 
Slicing[1,10,11]. Network slicing uses virtualization technologies, 
especially Software Defined Networks (SDN) and Network 

Functions Virtualization (NFV)[0], which enable a 5G network opera-
tor to provide customized networks by creating multiple virtual and 
end-to-end networks, referred to as network slices. Each network slice 
can be defined according to different requirements on functionality, 
Quality of Service (QoS), and specific users.

The article “Network Slicing for 5G: Challenges and Opportunities,”[2] 

lists the following advantages of slice-based networking compared 
with traditional networks:

• Network slicing can provide logical networks with better perfor-
mance than one-size-fits-all networks.

• A network slice can scale up or down as service requirements and 
the number of users change.

• Network slices can isolate the network resources of one service from 
the others; the configurations among various slices don’t affect each 
other. Therefore, the reliability and security of each slice can be 
enhanced.

• A network slice is customized according to QoS requirements, which 
can optimize the allocation and use of physical network resources.

Network slicing is made possible by the “softwarization” techniques 
of NFV and SDN. NFV implements the Network Functions (NFs) in 
a network slice, enabling the isolation of each network slice from all 
other network slices. Isolation is achieved by (i) using a different physi-
cal resource; (ii) separating by virtualization, which may allow sharing 
of physical resources; or (iii) sharing a resource with the guidance of a 
respective policy that defines the access rights for each tenant. Isolation 
assures QoS and security requirements for that slice independent of 
other slices operating on the network from the same or different users. 
After a network slice is defined, SDN operates to monitor and enforce 
QoS requirements by controlling the behavior of the QoS flow for each 
slice.

Overview
Network slicing permits a physical network to be separated into mul-
tiple virtual networks (logical segments) that can support different 
Radio Access Networks (RANs) or several types of services for cer-
tain customer segments, greatly reducing network construction costs 
by using communication channels more efficiently. In essence, network 
slicing allows the creation of multiple virtual networks atop a shared 
physical infrastructure. 
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In this virtualized network scenario, physical components are second-
ary and logical (software-based) partitions are paramount, devoting 
capacity to certain purposes dynamically, according to need. As needs 
change, so can the devoted resources. Using common resources such 
as storage and processors, network slicing permits the creation of slices 
devoted to logical, self-contained, and partitioned network functions. 
Network slicing supports the creation of virtual networks to provide 
a given QoS, such as guaranteed delay, throughput, reliability, and/or 
priority.

The International Telecommunication Union Telecommunication 
Standardization Sector (ITU-T) is involved in the standardization of 
network slicing for 5G networks. ITU-T Recommendation Y.3112[3] 

defines a network slice as a logical network that provides specific net-
work capabilities and network characteristics. This recommendation 
lays out an overall framework for network slicing, defines high-level 
requirements, and describes core network functions relevant to net-
work slicing.

Figure 1 illustrates the network slicing concept. The requirements of a 
particular application or user determine the physical and logical net-
work resources needed to provide the desired QoS. The network slicing 
function dedicates the appropriate resources to support that QoS. 
Figure 1 illustrates the three major usage scenarios for 5G defined by 
ITU Radiocommunication Sector (ITU-R)[4]. The scenarios include:

• enhanced Mobile Broadband (eMBB): Characterized by high data 
rates for mobile devices.

• massive Machine-Type Communication (mMTC): Characterized 
by the ability to support huge numbers of devices, such as in a large 
Internet of Things (IoT) deployment.

• Ultra-Reliable and Low-Latency Communication (URLLC): Char- 
acterized by the ability to support human-to-machine and machine-
to-machine communications that require high reliability and/or low 
end-to-end delay.

Figure 1: Network Slicing Concept
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Network Slicing Concepts
Network slicing permits you to separate a physical network into mul-
tiple virtual networks (logical segments) that can support different 
radio access networks or several types of services for certain customer 
segments, greatly reducing network construction costs by using com-
munication channels more efficiently. In essence, network slicing 
allows you to create multiple virtual networks atop a shared physical 
infrastructure. This virtualized network scenario devotes capacity to 
certain purposes dynamically, according to need. As needs change, so 
can the devoted resources. Using common resources such as storage 
and processors, network slicing permits you to create slices devoted to 
logical, self-contained, and partitioned network functions. It supports 
the creation of virtual networks to provide a given QoS, such as guar-
anteed delay, throughput, reliability, and/or priority.

A network slice creates a partition of the core network consisting of 
virtualized network functions and resources running on some of the 
core network hardware resources. Figure 2, based on concepts in a 
Next Generation Mobile Networks (NGMN) document[5], illustrates 
network slicing concepts. Figure 2a shows a simple core network con-
figuration comprising three types of devices:

• Cloud Nodes: These nodes provide cloud services, software, and 
storage resources. There are likely to be one or more central cloud 
nodes that provide traditional cloud computing service. In addition, 
cloud-edge nodes provide low latency and higher security access to 
client devices at the edge of the network. All of these nodes include 
virtualization system software to support virtual machines and con-
tainers. NFV enables effective deployment of cloud resources to the 
appropriate edge node for a given application and given fixed or 
mobile user. The combination of SDN and NFV enables the move-
ment of edge resources and services to dynamically accommodate 
mobile users.

• Networking Nodes: These nodes are IP routers and other types of 
switches for implementing a physical path through the network for 
a 5G connection. SDN provides for flexible and dynamic creation 
and management of these paths.

• Access Nodes: These nodes provide an interface to RANs, which in 
turn provide access to mobile User Equipment (UE). SDN creates 
paths that use an access node for one or both ends of a connection 
involving a wireless device.

The remainder of Figure 2 illustrates three use cases. The blacked-
out core network resources represent resources not used to create the 
network slice. Cloud nodes that are part of the slice may include the 
following:

• Control-plane functions associated with one or more user-plane func-
tions (for example, a reusable or common framework of control).

• Service- or service-category–specific control-plane and user-plane 
function pairs (for example, a user-specific multimedia application 
session). 

Network Slicing continued
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Figure 2: 5G Network Slices Implemented on the Same Infrastructure
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The first network slice depicted in Figure 2 is for a typical smartphone 
use case. Such a slice might have fully-fledged functions distributed 
across the network. The second network slice in Figure 2 indicates the 
type of support that may be allocated for automobiles in motion. This 
use case emphasizes the need for security, reliability, and low latency. 
A configuration to achieve these necessities would limit core network 
resources to nearby cloud-edge nodes, in addition to recruiting suffi-
cient access nodes to support the use case.
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The final use case illustrated in Figure 2 is for a massive IoT deploy-
ment, such as a huge number of sensors. The slice can contain just 
some specific Control Plane (CP) and User Plane (UP) functions with, 
for example, no mobility functions. The CP and UP functions might 
include filtering and preliminary data analysis at the edge and big 
data types of analysis at a more central node. This slice would need to 
engage only access nodes nearest to the IoT device deployment.

Requirements for Network Slicing
The 3rd Generation Partnership Project (3GPP) is the organization 
responsible for developing specifications that are subsequently issued 
as ITU-T Recommendations. The 3GPP Technical Specification TS 
22.261[6] lists requirements for network slicing in two categories: gen-
eral requirements and management requirements.

The general requirements for network slicing are the following:

• It must provide connectivity to home and roaming users in the same 
network slice.

• In a shared 5G network configuration, each operator must be able 
to apply all the requirements to their allocated network resources.

• It must support the IP Multimedia Subsystem (IMS) as part of a 
network slice.

• IMS support must be independent of network slices.

The IMS is a standards-based architectural framework for delivering 
multimedia communications services such as voice, video, and text 
messaging over IP networks[7,12]. 3GPP originally developed the IMS 
specifications in the early 2000s to standardize access to multimedia 
services using cellular networks. The specifications define a complete 
framework and architecture that enables the convergence of video, 
voice, data, and mobile network technologies. 

The management requirements of network slicing follow; it must:

• Allow the operator to create, modify, and delete a network slice.

• Allow the operator to define and update the set of services and capa-
bilities supported in a network slice.

• Allow the operator to configure the information that associates a UE 
to a network slice.

• Allow the operator to configure the information which associates a 
service to a network slice.

• Allow the operator to assign a UE to a network slice, to move a 
UE from one network slice to another, and to remove a UE from 
a network slice based on subscription, UE capabilities, the access 
technology the UE uses, and the operator’s policies and services the 
network slice provides.

Network Slicing continued
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• Support a mechanism for the Visited Public Land Mobile Network 
(VPLMN), as authorized by the Home Public Land Mobile Network 
(HPLMN), to assign a UE to a network slice with the needed ser-
vices or to a default network slice.

• Enable a UE to be simultaneously assigned to and access services 
from more than one network slice of one operator.

• Ensure traffic and services in one network slice will have no impact 
on traffic and services in other network slices in the same network.

• Ensure that the creation, modification, and deletion of a network 
slice will have no or minimal impact on traffic and services in other 
network slices in the same network.

• Support scaling of a network slice, that is, adaptation of its capacity.

• Enable the network operator to define a minimum available capac-
ity for a network slice. Ensure that scaling of other network slices 
on the same network will have no impact on the availability of the 
minimum capacity for that network slice.

• Enable the network operator to define a maximum capacity for a 
network slice.

• Enable the network operator to define a priority order between dif-
ferent network slices in case multiple network slices compete for 
resources on the same network.

• Support means by which the operator can differentiate policy con-
trol, functionality, and performance provided in different network 
slices.

Identification and Selection of a Network Slice
The Single Network Slice Selection Assistance Information (S-NSSAI) 
defines a single network slice. An S-NSSAI consists of two elements:

• Slice/Service Type (SST): An identifier that refers to the expected 
slice behavior in terms of features and services. Standardized SST 
values provide a way for establishing global interoperability for slic-
ing so that 5G networks can support the roaming use case more 
efficiently for the most commonly used SSTs. Table 1 lists the stan-
dardized SSTs.

• Slice Differentiator (SD): Optional information that complements 
the SST to differentiate among multiple network slices of the same 
SST.

Table 1: Standardized Slice/Service Type Values.

Slice/Service Type SST Value Characteristics

eMBB 1 Slice suitable to handle 5G-enhanced 
Mobile Broadband.

URLLC 2 Slice suitable to handle ultra-reliable  
low-latency communications.

Massive IoT (mIoT) 3 Slice suitable to handle massive IoT.

Vehicle-to-Everything (V2X) 4 Slice suitable to handle V2X services.
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A UE may be served by up to eight network slices at a time, each iden-
tified by an S-NSSAI. The set of S-NSSAIs associated with a UE form a 
Network Slice Selection Assistance Information (NSSAI) data object.

Functional Aspects of Network Slicing
Figure 3 indicates the manner in which core NFs are used to imple-
ment network slices. A network function is a processing function in 
a network that has defined functional behavior and interfaces. You 
can implement a network function as a network element on dedicated 
hardware, as a software instance running on dedicated hardware, 
or as a virtualized function instantiated on an appropriate platform, 
for example, on a cloud infrastructure. Some NF instances support  
multiple network slices serving a UE, while others are specific to a 
given slice.

Figure 3: Network Functions that Support Network Slicing
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The common NFs follow: 

• Access and Mobility Management Function (AMF): Network slice 
instance selection is usually triggered as part of the registration pro-
cedure by the first AMF that receives the registration request from 
the UE. When a UE accesses the network, AMF provides function-
alities to register and de-register the UE with the network, and it 
establishes the user context in the network. In the registration pro-
cedure, AMF performs, but is not limited to, network slice instance 
selection, UE authentication, authorization of network access and 
network services, and network access policy control. In addition, 
when AMF receives a session establishment request message from 
UE, it performs discovery and selection of the SMF that is the most 
appropriate to manage the session.

Network Slicing continued
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• Network Slice Selection Function (NSSF): The AMF retrieves the 
slices that the user subscription allows and interacts with the NSSF 
to select the appropriate network slice instance (for example, based 
on allowed S-NSSAIs, 5G network ID, and other parameters). The 
NSSF responds with a message including the list of appropriate net-
work slice instances for the UE. As a result, the registration process 
may switch to another AMF if needed.

• Network Repository Function (NRF): During the AMF-NSSF inter-
action, the NSSF may return the identity of one or more NRFs to 
be used to select NFs and services within the selected network slice 
instance(s).

The slice-specific NFs follows:

• Session Management Function (SMF): The UE sends a message to 
the AMF requesting that a Protocol Data Unit (PDU) session be 
associated to one S-NSSAI and one Data Network (DN). The AMF 
selects the appropriate SMF, which manages the PDU session. The 
SMF sets up the PDU session for the UE and controls the user-plane 
operation. The SMF selects the UPF and invokes enforcement of 
QoS and charging policies.

• User Plane Function (UPF): Once a PDU session is established, QoS 
flows for this PDU session over this network slice pass through the 
UPF.

• Policy Control Function (PCF): The SMF gets policy information 
related to session establishment from the PCF.

• Network Repository Function (NRF): The SMF uses the NRF to 
discover the required NFs for the individual network slice.

Generic Slice Template
3GPP TS 28.531[8] includes a description of the concept of the Generic 
Slice Template (GST). The GSM Association (GSMA) has specified 
the GST, which provides a standardized list of attributes that you can 
use to characterize different types of network slices[9]. A Network Slice 
Type (NEST) is a GST filled with (ranges of) values. There may be two 
kinds of NESTs:

• Standardized NEST (S-NEST): Attributes are assigned (ranges of) 
values by Standards-Developing Organizations (SDOs), working 
groups, forums, and so forth, such as 3GPP, GSMA, 5G Automotive 
Association (5GAA), and the 5G Alliance for Connected Industry 
and Automation (5G-ACIA).

• Private NEST (P-NEST): Attributes are assigned (ranges of) values 
by the Network Slice Providers; these values are different from those 
assigned in S-NESTs.
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Network Slice Providers can build their network slice product offering 
based on S-NESTs and/or their P-NESTs. GSMA has developed the 
GST to be a list of attributes sufficient for describing a wide range of 
NESTs that you can fully construct by allocating values (or ranges of 
values) to each relevant attribute in the GST. A network operator can 
use a NEST to identify the network resources and functions needed to 
instantiate network slices. The process to fill in the GST and to create 
a NEST comprises three steps:

1. Study use cases and derive service requirements based on discus-
sions with the slice customers, such as vertical industries or specific 
enterprises.

2. Convert the service requirements identified in (1) into technical 
requirements.

3. Document the technical requirements produced in (2) using the 
NEST by filling in the values of each of the attributes of the GST.

The current version of the GST lists 35 attributes, shown in Figure 4.

Figure 4:  Generic Network Slice Template Attributes
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Summary
Virtualization encompasses a variety of technologies for managing 
computing resources by providing a software translation layer, known 
as an abstraction layer, between the software and the physical hard-
ware. Virtualization turns physical resources into logical, or virtual, 
resources. Virtualization enables users, applications, and management 
software operating above the abstraction layer to manage and use 
resources without needing to be aware of the physical details of the 
underlying resources. NFV is a key technology for implementing 5G 
wireless networks.

Network Slicing continued
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The History and Future of Ethernet

by Mikael Holmberg, Extreme Networks

I nitially developed by Xerox Palo Alto Research Center (PARC) in 
the 1970s and ratified by the Institute of Electrical and Electronics 
Engineers (IEEE) as a standard in 1983, the evolution of Ethernet 

has taken this technology through many specifications and standard-
izations during its 50-year history.

Ethernet technology has become the backbone of modern communi-
cation and connectivity, linking billions of devices to each other and 
the Internet. Today, Ethernet connects Local Area Networks (LANs), 
Wide Area Networks (WANs), Internet, Cloud, Internet of Things 
(IoT) devices, Wi-Fi, and many other systems into one seamless global 
communications network. 

The name Ethernet is based on the word “ether” as a way of describ-
ing an essential feature of the system: the physical medium (that is, 
a cable) carries bits to all stations, much the same way that the old 
“luminiferous ether” was once thought to propagate electromagnetic 
waves through space. 

In its early days, Ethernet competed with other technologies like 
Token Ring. It was eventually chosen as the ubiquitous technology 
used in computer networks because of the simplicity by which the 
communication protocol can be deployed and its ability to incorpo-
rate modern advancements without losing backward compatibility.  
Ethernet continues to reign as the de facto standard for computer net-
working and many newly evolved applications and use cases. Just to 
choose one of interest, the topic that everybody talks about today is 
Artificial Intelligence (AI). As AI workloads increase, network indus-
try giants are teaming to ensure Ethernet networks can keep pace and  
satisfy the AI high-performance networking requirements, among 
many other new use cases and applications. I will cover AI as well as 
a few other interesting use cases around the evolved Ethernet in this 
article. 

In 1975, Xerox filed a patent application listing Bob Metcalfe, David 
Boggs, Chuck Tucker, and Butler Lampson as inventors. Then, in 
1976, after the system was deployed at PARC, Metcalfe and Boggs 
published a seminal paper.[0] Four gentlemen, Yogen Dalal, Ron Crane, 
Bob Garner, and Roy Ogus, facilitated the upgrade from the origi-
nal 2.94-Mbps to the 10-Mbps protocol, which was released to the  
market in 1980 and ratified by the IEEE as a standard in 1983[2]. 
Ethernet has become the dominant LAN technology, and five decades 
after its initial specification its evolution continues.[31]

Taking a step back in time, let’s look at the progress of Ethernet tech-
nology over the past five decades and explore where experts think it 
could be heading in the years to come.
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The Early Days of Ethernet
The evolution of Ethernet officially began in 1973 when engineer 
Robert Metcalfe introduced the concept in a memo he wrote while 
working at Xerox PARC. Metcalfe initially described Ethernet as 
interconnecting computing workstations, and it enabled them to com-
municate with each other as well as with devices like laser printers. 
These interconnected endpoints became the environment we now rec-
ognize as the world’s first LAN.

Metcalfe was inspired by ALOHAnet[1], an earlier networking project 
that began at the University of Hawaii in 1968 and aimed to connect 
remote workstations across the Hawaiian Islands to a central com-
puter at the main Oahu campus.

ALOHAnet was realized by using a quite rudimentary Additive Links 
On-line Hawaii Area (ALOHA) protocol, where an end station would 
transmit a frame over a common data channel and then wait for con-
firmation that it had reached its destination successfully. If the end 
station didn’t receive confirmation within a given period, it assumed 
a collision had occurred with another frame sent by a different end  
station simultaneously. In that case, that station would continue 
to resend the data until it achieved successful transmission. But as 
amounts of end stations and transmissions increased, more collisions 
would occur, and the network would become less efficient. An ALOHA 
variation named Slotted ALOHA aimed to minimize network conten-
tion problems by precisely coordinating individual transmissions for 
the end stations and assigning them designated timeslots via a beacon 
signal schema.

Metcalfe’s Ethernet experiment, at that time referred to as the Alto 
ALOHA Network, included many revolutionary features that enabled 
significantly more efficient use of a computer network. This set of rules,  
which became known as the Carrier Sense Multiple Access/Colli- 
sion Detect (CSMA/CD) protocol, allowed end stations to monitor  
the availability of a shared communication path and detect possible 
collisions when two end stations sent data at the same time. When 
frames collided, the system would discard them, leading each end  
station to wait for a randomly assigned length of time before trying 
to resend. The end station would continue this schema to pause and 
try to resend as many times as necessary. This process is known as  
exponential back-off.[33]

So, the original Ethernet technology was based on a shared medium 
that was collision-prone, where all computers trying to communicate 
shared the same cable and, as such, competed with each other. The 
modern Ethernet implementation has a collision-free switched connec-
tion, where each computer communicates with only its own switch 
port, without competing for the cable with others. 

By 1973, Metcalfe thought that the technology had outgrown its orig-
inal name and renamed it Ethernet. Four years later, Metcalfe and 
Boggs, together with Charles Thacker and Butler Lampson, who also 
worked at Xerox, successfully patented Ethernet technology.[3]
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How Does Ethernet Work?
Ethernet works by breaking up data being sent to or from devices, 
like a personal computer, into short pieces of different-sized bits of 
information called frames. Those frames contain information such as 
the source and destination address that helps the frame route its way 
through a network.

In the past, computers on a LAN typically shared a single connec-
tion. Ethernet was built around the principle of CSMA/CD, as was 
briefly explained earlier in this article, where the protocol ensures that 
the cable is not in use before sending any frames out. Now that fea-
ture is far less important than it was in the early days of networking, 
as devices generally have their own private connection to a network 
through a switch. Ethernet now operates using Full Duplex (FDX), 
where the sending and receiving channels are separate, so it is impos-
sible for collisions to occur over the same connection. As there is no 
error correction in Ethernet, the communication relies on upper-layer 
advanced protocols to ensure that everything is transmitted perfectly. 
Ethernet provides the basis for most digital communications, and it 
integrates quite easily with most higher-level protocols.

Ethernet IEEE Standardization
Xerox worked with two other vendors, Digital Equipment Corpor-
ation and Intel, to publish the first 10-Mbps Ethernet specification  
in 1980. Meanwhile, the Local and Metropolitan Area Networks 
(LAN/MAN) Standards Committee at the IEEE set out to develop a 
similar open standard. The IEEE LAN/MAN committee, which applies 
the number 802 to all its standards, formed an Ethernet subcommittee 
and named it the IEEE 802.3 Working Group. Through the first half 
of the 1980s, the Ethernet 10BASE-5 implementation used a coaxial 
cable 0.375 inches (9.5 mm) in diameter, also referred to as Thick 
Ethernet or Thicknet, and it was standardized in 1982 as 10BASE-5.

Figure 1: 10BASE-5 Ethernet
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Some of us who have worked in this industry for many years might 
recall that on 10BASE-5, you drilled the transceiver pin (the so-called 
“vampire tap”) into the core of the thick coaxial cable, and if you were 
not careful, you might end up shortcutting the wire. 

Ethernet History continued
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In the late 1980s, 10BASE-5 was replaced by 10BASE-2, called Thin 
Ethernet or Thinnet, and it used a BNC connector to connect the 
Ethernet Network Interface Cards (NICs) to a BNC-T splitter to en-
sure that the Ethernet segment stayed intact. It used the RG-58 coaxial 
cable, which is 0.2 inches (5 mm) in diameter, as media. The emphasis 
was on making the installation of the cable easier and less costly. This 
thin Ethernet was followed by twisted pair (10BASE-T) and fiber-optic 
(10BASE-FL).

Figure 2: 10BASE-2 Ethernet
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In 1995, with the Fast Ethernet standard, the speed was upgraded 
to 100 Mbps, and no such speed improvement was ever made for 
Thinnet. By 2001, prices for Fast Ethernet cards had fallen to under 
$50, and by 2003 Wi-Fi (802.11) networking equipment was widely  
available and affordable. Because of the immense demand for high-speed  
networking, the low cost of Category 5 (Cat5) cable, and the popular-
ity of 802.11 wireless networks, both 10BASE-2 and 10BASE-5 have 
become obsolete, though devices using those standards might still exist 
in some locations.

Also, in 1995, 100-Mbps Ethernet introduced auto-negotiation, which 
allowed for two network devices to signal each other and establish the 
best-shared mode of operation, including speed and duplex mode.

Three years later, a new milestone was reached when the 802.3 work-
ing group introduced Gigabit Ethernet [GE] (100BASE-T)[4, 5], which 
was first realized over fiber-optic cable and, subsequently, over twisted-
pair copper cable.

The evolution of Ethernet continued with 10-Gbps speeds in 2002, 
initially over fiber, t hen t winax c able, a nd fi nally, ov er un shielded 
twisted-pair cable. Then, in 2010, IEEE approved 40 GE and 100 
GE, which was realized by aggregating multiple 10-Gbps lanes. 
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In 2016, driven by the rising demand from hyperscalers (web compa-
nies), the IEEE ratified 25 GE, which was 2.5 times faster than 10 GE 
but more cost-efficient than 40 GE. This standard improved through-
put by increasing the capacity of a single lane, rather than aggregating 
multiple lower-capacity lanes, and meant that 25 GE required less 
cable and power and had higher port density than 40 GE. In some 
cases, an upgrade to 25 GE lets data-center operators extend the life 
of top-of-rack switches and avoid full “rip-and-replace” upgrades of 
cabling infrastructure. Hence, hyperscalers upgraded to 25 GE speeds 
in their data centers. 

The following year, in late 2017, the networking industry saw the  
ratification of 200 and 400 GE. These standards were both based on 
50-Gbps single lanes, as the cloud providers and hyperscale data cen-
ters, Internet Service Providers (ISPs), and specialized organizations 
like Network Operations Centers (NOCs) needed and wanted more 
bandwidth. Some of the challenges with 400-Gbps speeds include new 
cabling requirements because the current Category 5 and 5e cables 
don’t support such speeds.

In 2019, Communication Service Providers (CSPs) began deploy-
ing (or, more likely, testing) 5G [26, 27] networks, the fifth-generation 
technology standard for broadband cellular networks. It is defined by 
the 3rd Generation Partnership Project (3GPP), and it is the planned 
successor to 4G networks. Like its predecessors, 5G networks are cel-
lular networks. All 5G wireless devices in a cell connect to the Internet 
and telephone network via radio waves through a local antenna in 
the cell. These new networks boost higher download speeds, eventu-
ally up to 10 Gbps. In addition to being faster than existing networks, 
5G offers higher bandwidth, enabling it to connect a greater number 
of devices and improve the quality of Internet services in crowded 
areas. Naturally, Ethernet acts as the packet-based solution within 5G, 
accommodating all the essential containerized microservices required 
for 5G functions running on computers in all sizes of data centers with 
Ethernet fabric technologies.

Ethernet-based 5G cloud data-center fabrics come in various sizes, 
from small edge data-center fabrics implemented as Layer 2 network 
infrastructures to truly scalable three- and five-stage large data-center 
fabrics. These larger fabrics deployed as Layer 3 infrastructure with 
dozens or even hundreds of Ethernet switches connected in a spine and 
leaf architecture, also known as CLOS. The CLOS architecture has its 
origins in Charles Clos’ crossbar switches for telephone-call switching, 
and it is composed of leaf and spine layers where switches are used.

The most prevalent design for these cloud data-center fabrics con-
sists of Ethernet switches that use Virtual Extensible LAN (VXLAN) 
with Multiprotocol Extensions for BGP (MP-BGP) and an Ethernet 
Virtual Private Network (EVPN) control plane.

Ethernet History continued
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All Ethernet switches are deployed in pairs to provide dual-homed 
redundant connectivity to computers and other switches. The leaf 
switch pairs interconnect to form a cluster, providing redundancy for 
the attached computers. Border Leaf (BL) switches are also deployed 
in pairs, ensuring dual-homed redundant connectivity to external 
Provider Edge (PE) routers and the Internet. This connectivity presents 
yet another interesting use case in which Ethernet serves as the founda-
tion for cloud-native 5G mobile network applications and workloads. 

Technically, the specification for 800-Gbps Ethernet also exists but 
is not really used outside of test environments. The interesting thing 
about Ethernet is that because it is such an open protocol, there is no 
reason to think that even the 800-Gbps speeds are anywhere near the 
theoretical maximum. Research is being done to set the groundwork 
for a 1.6-Tbps standard. Speeds like that will probably be useful only 
in highly specific applications.

Ethernet Cables
You can’t talk about Ethernet without also talking about various 
cables used for Ethernet. As I previously described, the early days of 
Ethernet relied on coaxial cables, basically the same as were used for 
cable television. Coaxial cable is robust in design, having a thick inter-
nal copper wire, but it does have trade-offs, as it is heavy and difficult 
to work with and not very flexible. Ethernet changed to use twisted-
pair cables that are still used when deploying Ethernet networks today, 
as are fiber-optic cables.

Many companies that manufacture Ethernet cables have moved away 
from the dull gray color scheme and instead offer them in a wide 
variety of colors that allow for improving data-center racks with dif-
ferent-colored cables. It also enables color-coding, so technicians can 
group their different network connections visually into groups based 
on different colors for quick troubleshooting.

The standard plug on both ends of twisted-pair cables (RJ-45), which 
is very similar to the same kind of connector that wired telephone sys-
tems use (RJ-11), made it easy to just click the cables into any device 
that supports Ethernet connectivity. So, simply plugging in a device 
and attaching it to a network using one of those colored Ethernet 
cables is the only step required to gain connectivity. The long-time 
standard for Ethernet cables is Category 5 (Cat5). The Cat5 standard 
has been used since 2001, and a slightly more advanced cable called 
Category 5e (Cat5e) is also used today for faster Ethernet applications. 
Category 5e cables are targeted at 100-Mbps Ethernet, but the design 
also supports higher speeds, such as Gigabit Ethernet. New Category 
6 (Cat6) cables have been introduced to support higher speeds than the 
Cat5 and Cat5e cables. 
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Several standards have been defined for Power over Ethernet (PoE), 
which allows you to connect devices with a single Ethernet cable 
without the need for additional power sources. Table 1 lists Ethernet 
cabling standards.

Table 1: Ethernet Cabling Standards 

  ETHERNET TYPE BANDWIDTH CABLE TYPE MAXIMUM DISTANCE

10BASE-T 10Mbps Cat 3/Cat 5 UTP 100m

100BASE-TX 100Mbps Cat 5 UTP 100m

100BASE-TX 200Mbps Cat 5 UTP 100m

100BASE-FX 100Mbps Multi-mode fiber 400m

100BASE-FX 200Mbps Multi-mode fiber 2Km

1000BASE-T 1Gbps Cat 5e UTP 100m

1000BASE-TX 1Gbps Cat 6 UTP 100m

1000BASE-SX 1Gbps Multi-mode fiber 550m

1000BASE-LX 1Gbps Single-mode fiber 2Km

10GBASE-T 10Gbps Cat 6a/Cat 7 UTP 100m

10GBASE-LX 10Gbps Multi-mode fiber 100m

10GBASE-LX 10Gbps Single-mode fiber 10Km

Figure 3: Ethernet Switching, Wi-Fi, and PoE
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Ethernet and Time Synchronization – Are We in Sync?
As applications continue to advance, latency has become a significant 
concern that we need to address. The solution to this problem lies in 
using Precision Time Protocol (PTP)[28, 29], as we are addressing timing 
accuracy in the range of hundreds of nanoseconds. The use of Ethernet 
in mission-critical networks and the telecom industry showcases that 
Ethernet has now emerged as the de facto transport technology, using 
protocols like PTP to synchronize clocks throughout the network.

To appreciate the significance of PTP, it’s important to understand that 
we’re addressing timing accuracy in a range of hundreds of nanosec-
onds. This problem represents extremely tight timing requirements 
for certain applications and use cases. Maintaining precise timing is 
crucial for operating distributed systems at scale while ensuring that 
various operations remain synchronous. Additionally, precise timing 
is especially crucial when handling critical processes that govern infra-
structure operations.

An excellent example of such systems can be seen in the telecom indus-
try’s 5G networks. Coordinating time between multiple servers or base 
stations in 5G could be compared to synchronized swimming in the 
Olympics, where all swimmers must perform their part of the routine 
at the same pace. If they perform at different paces, the routine will 
not look as it should. Ensuring that all servers and base stations oper-
ate in sync is vital for efficient network performance, much like how 
synchronized swimming relies on all swimmers to perform their parts 
of the routine at the same pace. 

In addition to managing latency, new use cases for Ethernet also require 
it to become a deterministic networking technology, and as I briefly 
discussed 5G and PTP previously, Time-Sensitive Networking (TSN) 
comes into play, where PTP is one of the requirements for Ethernet to 
become a deterministic networking technology.

Ethernet and TSN for Deterministic Networking
Ethernet has evolved to incorporate various applications and tech-
nologies. TSN enables the synchronization of network elements and 
endpoints, such as switches and routers, to prioritize traffic classes and 
provide accountable delay and guaranteed bandwidth reservation. 
TSN is based on numerous international standards that are integrated 
with the Ethernet standard IEEE 802.3, where punctuality is ensured, 
allowing for transmission within a given period while simultaneously 
accommodating a mix of other communication protocols.

When discussing use cases and Ethernet, I need to mention Industry 
4.0 needs as the fourth industrial revolution that is transforming the 
manufacturing industry towards more efficient, connected, and flex-
ible factories of the future. With Industry 4.0, factories will be able to 
rely on cloud-native technologies and connectivity based on Ethernet 
and TSN. 
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The goal of Industry 4.0 is to create full transparency across all 
processes and assets at all times, including both the Information 
Technology (IT) and Operational Technology (OT) domains based 
on architectures that require communication between production sys-
tems, logistics chains, people, and processes to unite these two domains 
into a single domain. 

Ethernet has been used as the wired solution in both computer and 
automation networks. Ethernet open standard allows you to con-
nect end devices quickly and simply as well as easily scale them to 
exchange data with other devices and functions. Ethernet was not 
originally designed to meet the requirements set by automation tech-
nology regarding guaranteed and real-time communication. Various 
bus systems in automation have evolved using Ethernet on a physi-
cal level while implementing proprietary real-time protocols such as 
PROFIBUS, PROFINET, and EtherCAT, to name a few. These systems 
often lead to the exclusive use of the network infrastructure as well as 
vendor dependencies. Today such networks handling time-critical data 
traffic are separated from networks directing less-critical data traffic. 
In the future, Industry 4.0 applications will require increasingly more 
consistent Ethernet networks, and TSN will provide a solution for that.

Traditional Ethernet networks involving sectors like manufacturing 
are based on a hierarchical automation model that separates informa-
tion technology from operational technology. The IT domain includes 
enterprise-like communication with typical end devices such as com-
puters, while the OT domain includes systems, machines, and software 
used for process control and automation. These two areas are funda-
mentally different in how they communicate, where the IT domain 
requires bandwidth while the OT domain requires high availability. 
Data traffic in the IT domain can be classified more as non-critical, 
while data traffic in the OT domain is critical and time-sensitive, 
and as such each domain uses a particular communication standard. 
Ethernet, as we know it in the enterprise or IT domain, relies on TCP/
IP, while the OT domain relies on various bus systems, also known as 
fieldbus systems.

In the IT domain today, wireless technologies like Wi-Fi are used and 
could be used in some parts of the OT domain, but because of the 
nature of the technology, which is based on unlicensed spectra, it can-
not guarantee bounded low latency with high reliability as the load 
increases. In certain use cases, Wi-Fi does not perform that well during 
uncontrolled interference because it uses an unlicensed spectrum. That 
may not be relevant for less-critical applications, because there will be 
a variety of applications with different traffic profile demands in both 
the Ethernet-enabled IT and OT domains within Industry 4.0.

Future of Ethernet 
Our new world of AI workloads is expected to put unprecedented 
performance and capacity demands on networks that are based on 
Ethernet. Hence, we are possibly looking at a new enhancement to the 
well-known Ethernet technology to handle the scale and speed required  
by AI.

Ethernet History continued
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A group of vendors and operators have teamed to form the Ultra 
Ethernet Consortium (UEC)[30], as there are concerns that today’s 
traditional network interconnects cannot provide the required per-
formance, scale, and bandwidth to keep up with AI demands. The 
consortium aims to address these concerns by adding new capabilities 
to the known and proven Ethernet technology specification, adding 
numerous new features and capabilities including:

• Multipathing and packet spraying to ensure AI workflows have 
access to a destination simultaneously.

• Flexible delivery order to make sure Ethernet links are optimally 
load-balanced while ordering is enforced only when the AI work-
load requires it in bandwidth-intensive operations.

• Congestion control mechanisms to ensure AI workloads avoid 
hotspots and spread the load evenly across multipaths within the 
network. These mechanisms can be designed to work in conjunction 
with multipath packet spraying, thus enabling a reliable transport of 
AI traffic.

• End-to-end telemetry to manage congestion, where information 
originating from the network can advise the participants of the 
location and cause of the congestion. In addition, shortening the 
congestion signalling path and providing more information to the 
endpoints allow more responsive congestion control.

After this journey covering some highlights after Ethernet has enjoyed 
five decades of existence, one might contend that Ethernet is one of the 
most crucial technologies today, even though it often goes unnoticed. 
Ethernet, as the ubiquitous network technology, powers infrastructure 
across the cosmos as it is used in space as well as in the deepest ocean 
trenches.

I named just a few examples, including the new era of cloud-native 5G 
data centers that provide the infrastructure for 5G applications and 
workloads, the industry revolution (Industry 4.0), as well as the AI 
challenges. But as we all know, the number of applications being devel-
oped that have substantial requirements not only around bandwidth 
but also latency, etc. is increasing. 

This demand requires that the underlying Ethernet transport technolo-
gies can cater to such requirements; consequently, 400 GE is a reality 
today, and 800 GE is expected to become commonplace in the near 
future. Given this trend, it wouldn’t be surprising to see 1-Terabyte 
Ethernet in use by 2030.

Based on our unending appetite for bandwidth, Ethernet, a 50-year-
old technology, will soon reinvent itself once more. 
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Letter to the Editor
Craig Partridge’s “Why ATM Failed” article in The Internet Protocol 
Journal, Volume 26, No 3, December 2023, is excellent. It prompted 
me to write down a few of my own recollections at the time:

I had thought that it was the work of Sandy Fraser in Bell Labs in 1974 
that transformed the Time Division Multiplexor (TDM) theory with 
a label attached to the data segment that identified the now virtual 
timeslot of each data stream that was the precursor of ATM. My read-
ing on this topic had noted that when this technology was presented to 
the Bell telephone operating companies as a scalable switching archi-
tecture that had far greater flexibility and efficiency than TDM-based 
architectures in the mid-1980s, the response was positive, and many 
expected the migration to ATM in the telephone switching fabric to be 
completed by 2020!

I also recall some material from Dave Sincowski and Bob Lyon from 
the late 1980s about the early days of ATM. At that time the expe-
rience of changing the local network architecture from common-bus 
10-Mbps Ethernet to 100-Mbps Fiber Distributed Data Interface 
(FDDI) rings was challenging: It involved large-scale replacement of 
both the physical network media of the Local-Area Network (LAN) 
and the network interfaces in the attached workstations. The underly-
ing concern was that the next incremental step in LAN speeds would 
require a similar comprehensive replacement. They were searching for 
a scalable LAN architecture that could offer increasing capacity with-
out enforced replacement of large parts of the network infrastructure. 
Bell Lab’s Dave Sincowski proposed ATM to Sun Microsystem’s Bob 
Lyons as an answer to that problem, as Sun Microsystem’s workstation 
products had just gone through the Ethernet-to-FDDI NIC transfor-
mation. That proposal appears to be why it was the computing sector, 
not the telephone sector, that was behind the initial adoption of ATM 
in digital networking.

It wasn’t just the small buffer size in ATM switches that was an issue 
here for high-speed computer networks, it was the choice of the ATM 
cell size of 53 bytes that proved to be a problem. The cell size decision 
was already a compromise between a small cell size that more closely 
matched the TDM slot size that was ideally suited to low-jitter, low-
volume voice data streams and a much larger cell size that reduced the 
per-cell processing overheads of a higher-speed data stream. Switching 
equipment initially struggled to achieve switching performance of a 
10-Mbps Ethernet with a theoretical maximum packet rate of some 
1,440 packets per second, so a smaller cell size would require faster 
processing capability in the switches.

I also recall at that time extensive debate about the “correct” internal 
buffer dimensioning for ATM switches. Low-jitter objectives call for 
very shallow internal buffers, while the congestion-loss algorithms of 
TCP called for delay-bandwidth–sized internal buffers. 
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I dimly recall a report on Doug Comer’s experiments on achievable 
throughputs using a 155-Mbps ATM switch where the shallow buf-
fers in ATM switches resulted in an achieved 3-Mbps data throughput 
from a 155-Mbps switch. The LAN market had already gained exten-
sive experience with Ethernet switching, and ATM simply was not an 
effective alternative in price and performance for local networks.

Despite these issues, for a while in the early to mid 1990s ATM had 
some success. I vaguely recall the first 155-Mbps backbone circuits in 
the US used Fore ATM switches with ATM as the only available tech-
nology with a clock that was faster than 45 Mbps.

The telephone companies clung to the dream of a single multipurpose 
digital switched foundation for a suite of data products. The com-
pany I worked for at the time in Australia, Telstra, was using Nortel 
Magellan Passport ATM switches as the basis for their suite of data 
products as well as telephone trunks. But it was useful for only a brief 
period of time. When IP services wanted to use circuit transmission 
rates in excess of 622 Mbps, the Passport switches could not deliver, 
and at that point the IP product moved to sit beside the Passports and 
connect to the Synchronous Digital Hierarchy (SDH) network at first, 
and then directly to optical transponders shortly thereafter.

—Geoff Huston, gih@apnic.net

______________________
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Fragments
IAB Statement on Encryption and Mandatory Client-side Scanning of Content
The Internet Architecture Board (IAB) recently issued the following 
statement: “A secure, resilient, and interoperable Internet benefits the 
public interest and supports human rights[1] to privacy and freedom 
of opinion and expression. This is endangered by technologies, such 
as recent proposals for client-side scanning, that mandate unrestricted 
access to private content and therefore undermine end-to-end encryp-
tion and bear the risk to become a widespread facilitator of surveillance 
and censorship.

This statement is a reaction to recent policy proposals in the United 
Kingdom[2], European Union[3], United States[4], and other countries that 
are mandating client-side scans that require access to otherwise end-to-
end encrypted content. These proposals envision client-side scanning 
technologies that search content on devices before it is encrypted or 
after decryption on receipt. This would potentially be accomplished by 
comparison against a database maintained by an authority or by lever-
aging machine learning to identify previously unseen but potentially 
prohibited content. These envisioned mechanisms fail to consider their 
broader implications for Internet security.

The Internet Engineering Task Force (IETF) is the leading standards 
development organization for the global Internet. The IAB provides 
long-range technical direction for Internet development, ensuring the 
Internet continues to grow and evolve as a platform for global com-
munication and innovation. To create and maintain the Internet as 
the bedrock of current secure communication, the IETF and the IAB 
serve as stewards of the Internet’s communication protocols and its 
core values of trust, openness, and fairness that underpin secure online 
communication. This is accomplished through a transparent process 
backed by consensus that is open for anybody to participate in. We 
encourage the continued deployment and strengthening of mecha-
nisms that enhance privacy and security for all users of the Internet.

The IETF and the IAB have published concerns about standardizing 
wiretaps[5], backdoors[6,7], and surveillance[8], because these technologies 
reduce the security of the Internet as a whole, fail to curtail malicious 
actors, and reduce security for Internet users. To ensure all com- 
munication can remain properly protected, the IETF continues to  
develop and enhance encrypted protocols like Internet Protocol 
Security (IPsec)[9] at the IP layer, Transport Layer Security (TLS)[10] at 
the transport layer which is further incorporated into the Hypertext 
Transfer Protocol Version 2 (HTTP/2)[11] and QUIC[12] protocols, and 
inside many application protocols such as email Secure/Multipurpose 
Internet Mail Extensions (S/MIME)[13], Open Specification for Pretty 
Good Privacy (OpenPGP)[14] or instant messaging Messaging Layer 
Security (MLS)[15] and End-to-End Signing and Object Encryption 
for the Extensible Messaging and Presence Protocol (XMPP)[16]. 
Recognizing that management of increasingly encrypted networks can 
pose operational challenges, the IAB has recently held a workshop on 
techniques for managing encrypted networks in ways that intend not 
to sacrifice security for the Internet’s end-users[17].
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The IAB has recognized surveillance of any form as a threat to Internet 
user privacy, where “surveillance is the observation or monitoring 
of an individual’s communications or activities”[18]. As the IAB and 
Internet Engineering Steering Group (IESG) documented in 1996[6], 
instituting governmental control into communication “provide[s] only 
a marginal or illusory benefit to law enforcement agencies” as any 
seemingly beneficial purpose can be equally used by malevolent actors 
or future authoritarian shifts in government administrations. The IETF 
community still holds true to these principles today.

For technologies where the intended purpose is scanning of user com-
munication, there is by design no technical way to limit the scope and 
intent of scanning, nor curtail subsequent changes in scope or intent. 
Further, specifically when scanning for illegal content, transparency 
cannot be provided. Mandating such technologies impacts all users of 
the global Internet and creates a tool that is straightforward to abuse 
as a widespread facilitator of surveillance and censorship, presenting 
real-world dangers to the free flow of information and the security 
and privacy of people. Without privacy, users cannot benefit from the 
Internet’s virtue to connect people and support freedom of expression.

Additionally, one of the founding principles of the Internet has been its 
openness; the ability for any standards-compliant software to access 
the network of networks has been the catalyst for world-changing 
innovations over many decades. Mandatory use of client-side scan-
ning, and the regulatory burden it would impose, would negatively 
impact this, restrict use of open-source software, and lead to a stag-
nant landscape where users lose choice.

The IAB shares concerns about societal harms through the distribution 
of illegal content and criminal action on the Internet and recognizes 
the need to protect Internet users from such threats. However, the 
IAB believes that mandating client-side scanning is in direct opposi-
tion to the safe, secure and open communication platform that the 
Internet provides today and undermines the core principles applied 
by the IAB and the IETF[5, 6, 18] in order to secure the Internet through 
encryption. The IAB opposes technologies that foster surveillance as 
they weaken the user’s expectations of private communication which 
decreases the trust in the Internet as the core communication platform 
of today’s society. Mandatory client-side scanning creates a tool that is 
straightforward to abuse as a widespread facilitator of surveillance and 
censorship. Mandating on-device scanning of content will compromise 
privacy, weaken security, and imperil human rights to communica-
tion, freedom of expression and freedom of opinion.”
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Achieving Greater Heights for MANRS 
The Global Cyber Alliance (CGA) recently announced a new phase 
for Mutually Agreed Norms for Routing Security (MANRS)[0,1]. The 
Internet Society has partnered with the GCA an international non-
profit specializing in addressing cybersecurity challenges at scale by 
mobilizing stakeholders toward collective action. As part of this part-
nership, the GCA will take on the functions of the MANRS secretariat 
and operations, while the Internet Society will maintain significant 
funding, advocacy, and training functions over the next five years. 

In 2014, the Internet Society recognized the industry’s willingness for 
collaborative agreement on best practices for routing security and 
helped initial participants to capture and share those practices in what 
became MANRS. Since then, the Internet Society has advocated glob-
ally for MANRS uptake, encouraged industry collaboration, supported 
the evolution of the norms, and evolved to become the secretariat of 
MANRS.

Fast forward a decade, and MANRS has grown from nine original  
operators to a community of more than 1,000 participants rang-
ing from small enterprise networks to Tier-1 transit providers, from 
Internet Exchange Points (IXPs) of various sizes to Content Delivery 
Network (CDN) and cloud providers publicly professing their com-
mitment to the MANRS requirements. MANRS is now globally 
recognized as a beacon for securing global routing.

As MANRS matured, so did the community-led governance model 
with the establishment of the community-elected Steering Committee. 
The Internet Society has proudly served as the secretariat, in addition 
to supporting the initiative with both financial and staff resources as 
well as operations support to ensure MANRS’ growth. In 2019 the 
MANRS Observatory, a conformance measurement tool for routing 
security, was launched. Since then, many new features have been added 
to the MANRS Observatory, such as alerts and monthly MANRS 
readiness reports. Growth also happened through capacity build-
ing, and over the years, thousands of network engineers have gone 
through online courses, virtual labs, and on-site workshops. In 2020, 
the Internet Society, together with the MANRS community, launched 
the Mentors and Ambassadors program promoting routing security in 
the areas of research, policy, and training. 

MANRS has more than one thousand participating operators across 
three programs, as well as six network equipment vendors. The initiative 
has been a tremendous success, but the task of supporting MANRS has 
grown well beyond the scope of what was a startup initiative 10 years 
ago. This partnership is an important evolution of a successful initiative 
that the Internet Society launched, incubated, and nurtured. GCA is  
honored and excited to step into this role and provide the basis for the 
long-term sustainability and evolution of MANRS.

Fragments continued
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Routing security is one of the focus areas of GCA, and the  
Internet Society and GCA have been collaborating around MANRS  
since 2021 with excellent results. GCA conducted a survey of net- 
work operators to learn more about the state of routing security 
implementation, the level of concern within network operations and 
business decision-making, and plans for next steps.

The Internet Society is dedicated to improving routing security and  
ensuring the best future for MANRS. Over the next five years, the  
Internet Society will focus on funding and support through training 
and global advocacy activities, while GCA will provide the secretariat  
function and operate the MANRS Observatory. GCA is uniquely  
placed to lead the next evolution of MANRS as its focus on building 
communities to collectively drive action towards addressing cyber- 
security challenges at scale allows it to step into this role and provide the 
best future home for the operational growth MANRS is experiencing.

GCA is committed to maintaining the vision of MANRS and continu-
ing to expand its global impact. With this partnership, MANRS will 
continue to achieve greater heights and be further established as the 
globally recognized benchmark for global routing security.

The partnership builds on the strengths of both organizations—GCA’s 
global footprint of mobilizing communities towards collective action 
to deliver a secure, trustworthy Internet that enables social and eco-
nomic progress for all, and the Internet Society’s training and advocacy 
expertise. Together, the Internet Society and GCA are committed to 
maintaining and expanding the vision of MANRS to continue to 
increase the awareness and uptake of MANRS principles and improve 
the Internet’s functional integrity. 

Everyone who runs a network has a responsibility to ensure a glob-
ally robust and secure routing infrastructure. Your network’s safety 
depends on a routing infrastructure that stops bad actors and mitigates 
accidental misconfigurations that wreak havoc on the Internet. The 
more network operators work together, the fewer incidents there will 
be, and the less damage they can do.

For more information about this partnership visit:

https://www.globalcyberalliance.org/achieving-greater- 
heights-manrs/
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