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These days, it is common for Internet technology conferences to 
deploy a temporary network in convention centers or hotels to sup- 
port Internet access for attendees and exhibitors. In some cases, these 
networks are used for special technology demonstrations. In this issue 
we will look at two examples of such networks.

The TCP/IP Interoperability Conference—later renamed Interop—
began as a small workshop in August 1986. It quickly grew in scope 
to incorporate tutorials, and by 1988 an exhibition network connected 
51 exhibitors to each other and to the global Internet. This network, 
or “Shownet,” was designed and deployed by a group of volunteers, 
and it became the proving ground for many emerging technologies. 
In 1994, Interop added Tokyo to its international venues, where 30 
years later the conference and exhibition attracts more than 120,000 
visitors. We will publish a separate article about the Japanese version 
of Shownet in a future edition. This time David Strom describes the  
history and evolution of the Interop Shownet. His article is dedicated 
to the memory of Daniel C. Lynch, the founder of Interop, who passed 
away earlier this year.

Work on the transition from IPv4 to IPv6 continues to be a major 
focus of several working groups in the Internet Engineering Task 
Force (IETF). As solutions are developed, technology events such as 
the Asia Pacific Internet Conference on Operational Technologies 
(APRICOT) provide end users an opportunity to experience IPv6 by 
simply selecting a designated Wi-Fi network on their devices. One such 
“IPv6 Mostly” experiment was conducted during APRICOT 2024 in 
Bangkok; Brian Candler describes it in our second article.

Ten years ago, The Internet Protocol Journal was relaunched with 
the help of numerous supporters, sponsors, and individual donors. 
Today we very much depend on this funding model, and once again we 
encourage you to make a donation or ask your organization to become 
a sponsor. We appreciate your feedback and suggestions. Please con-
tact us via e-mail at: ipj@protocoljournal.org

—Ole J. Jacobsen, Editor and Publisher 
ole@protocoljournal.org
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The Interop Shownet

by David Strom

T This is the story about how a group of very dedicated  
people came together at the dawn of the Internet era to build 
something special, something unique and memorable. It was 

called the Interop Show ’n Tel-Net, later known as InteropNet, or 
Shownet, and it was created in September 1988 at the third TCP/IP 
Interoperability Conference held in Santa Clara, California. This story 
tells how it evolved and specifically how the larger context of this net-
work became a powerful tool that moved the Internet from a mostly 
government-sponsored research project to a network that would  
support commercial businesses and could be used by millions of ordi-
nary people in their daily lives. But before we consider what happened 
then, we must turn back the clock a couple of years. 

In August 1986, a few very motivated people decided to teach others 
how to implement the early Internet protocols. This first conference, 
called the TCP/IP Vendors Workshop, was held in Monterey, 
California, and was by invitation only (See Figure 1).

Figure 1: TCP/IP Vendors Workshop Agenda, August 1986.

Speakers included Vint Cerf, who was at MCI at the time, Jon Postel, 
Request For Comments (RFC) Editor and at ARPANET before playing 
a key role in Internet administration, and Paul Mockapetris and Bob 
Braden, both at the University of Southern California’s Information 
Sciences Institute (USC-ISI). 
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Two subsequent conferences were held the following March in 
Monterey and then December in Crystal City, Virginia, and both were 
called the TCP/IP Interoperability Conference. All three were unusual 
events for several reasons: first, the presenters and instructors were 
the actual engineers that developed the earliest Internet protocols. 
They were also there to impart knowledge, rather than sell products—
mainly because few commercial products were yet invented. One of  
the instructors, Douglas Comer of Purdue University, wrote the first 
and best-selling book on the topic: Internetworking with TCP/IP, 
Volume 1, Principles, Protocols and Architecture.

By September of 1988, the format of the conference changed, and 
expanded beyond lectures to a more practical proving ground. The 
event was renamed once again, and so Interop—and its show net-
work—was born. The mission was still to teach Internet technologies 
and protocols, but for the first time the event was used to test and 
demonstrate various Internet communications devices on an active 
computer network. That show used a variety of Ethernet cables to  
connect 51 exhibitors together, with T1 links to the NASA Ames 
Research Center in Mountain View, California, and the NSFNet in 
Ann Arbor, Michigan (Figure 2).

Figure 2: Left: Interop 88 Exhibition show network. Right: NETWORLD+INTEROP 1996 advertisement.
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The Interop conference quickly grew into a worldwide series of events[1] 
with multiple shows held in different cities that were attended by tens 
of thousands of visitors with more than a thousand connected booths. 
In those early years, the largest shows were held in Tokyo, which 
began in 1994 and continued annually (with a pause because of the 
pandemic), with the latest show held in mid-2024. This year’s show 
spanned over 500 vendors’ booths and drew about 40,000 visitors 
each of its three days. The Tokyo Interop is also where the ShowNet 
(this is the chosen capitalization for the Tokyo show) not only has sur-
vived, but also has thrived, and continues to innovate and demonstrate 
Internet interoperability to this day. Many products had their world 
or Japanese debuts at various Tokyo Interop events, including Cisco’s 
XDR and 8608 Router and NTT’s Open APN. 

My Own Interop Journey with Network Computing Magazine
Before I discuss the evolution of Interop and the role and history of 
its show network, I should first mention my own personal journey 
with Interop. In1990, I was in the process of creating the first issue of 
Network Computing magazine for CMP Media. Our first issue was 
going to debut at the Interop show, the second time it was held that 
year in the San Jose, California, Convention Center. 

The publisher and I both thought this place was the best one for our 
debut for several reasons. First, our magazine was designed for similar 
motivations—to demonstrate what worked in the new field of com-
puter networking. We had designed our publication around a series 
of laboratories that had the same equipment found in a typical cor-
porate office, including wide-area links and a mixture of PC MS-DOS, 
Apple Macintosh, and Unix devices and even a DEC minicomputer 
connected together. Second, we wanted to make a “big splash,” and 
our salespeople were already showing prototype issues ahead of the 
show to entice advertisers to sign up. Finally, Network Computing’s 
booth would be connected to the Shownet and the greater Internet, 
just like many of the exhibitors who were trying out some product for 
the very first time. 

One other feature about Network Computing that set us apart from  
other business trade magazines at the time: each bylined article would 
contain the email address of the author, so that readers could con-
tact them with questions and comments. I wanted to use the domain  
cmp.com and set up an actual Internet presence, but alas I was over-
ruled by management, so we ended up using a gateway maintained by 
one of the departments at UCLA where a couple of our editors were 
housed. While posting an author’s email contact is now common, it 
was a radical notion at the time.

That 1990 Interop conference began my own personal journey of 
numerous shows around the world through the years, including speak-
ing and teaching, as well as covering them for various business and 
networking publications that I would write for.  

The Interop Shownet continued
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The Earliest Days of Interop
The Interop show in the late 1980s was a markedly different trade 
show from others of its era. At the time, trade shows with networked 
booths were non-existent. By way of perspective, up until that point in 
those early years, there were two kinds of conferences: one focused on 
the trade show with high-priced show floors and fancy exhibits. There, 
exhibitors were forced to “pay to play,” meaning if they bought booth 
space, they could secure a speaking slot at the associated conference. 
The other was a more staid affair that was a gathering of the engineers 
and actual implementers. Interop was a notable early example bridging 
the two: it looked like a trade show but was more of a conference, all 
in the guise of getting better commercial products out into the market-
place. It helped that it had its roots in those early TCP/IP conferences.

“You could see the Internet in a room, thanks to the Shownet, with 
hundreds of nodes talking to each other. That was unique for its time,” 
said Carl Malamud. “The Shownet was the most complex Internet 
installation you could do at any moment of time.” 

Malamud would play several key roles in the development of various 
early Internet-based projects, including running the first Internet-based 
radio station, and he was a Shownet volunteer in 1991. In addition, 
Interop commissioned him to write the book Exploring the Internet: 
A Technical Travelogue.[6]

That complexity has been true from the moment the Shownet was first 
conceived to the present day. Many of the Internet protocols—both 
in their earliest years and up to the present era—were debugged over 
the Shownet: volunteers recall testing NetBIOS over TCP/IP, 10BaseT 
Ethernet, SNA over TCP/IP, Fiber Distributed Data Interface (FDDI), 
Simple Network Management Protocol (SNMP), Internet Protocol 
Version 6 (IPv6), various versions of segment routing, and numerous 
others. That extensive protocol catalog is a testament to the influence 
and effectiveness of the Shownet, and how enduring a concept it has 
been over the course of Internet history. Steve Hultquist, who was 
part of the early Network Operations Center (NOC) teams, remem-
bers that the first version of 3Com’s 100BaseT switch—with “serial  
number 1”—was installed on the show network.

The force behind Interop was Dan Lynch, who passed away earlier 
this year. Lynch foresaw the commercial Internet and designed Interop 
to hasten its adoption. He based Interop on a series of efforts to bring 
together TCP/IP vendors, and the proto-Interop shows that were run 
in the middle 1980s that were more “Plugfests” or “Connectathons,” 
where vendors would try out their products. The main difference was 
those efforts deployed mostly proprietary protocols, whereas Interop 
ran on open source.

He told Sharon Fisher in November 1987: “There are millions of PCs 
out there and they’re starting to get networked in meaningful ways, 
not just in little printer-sharing networks.” 
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Part of his vision—and those that he recruited—was the notion of 
interoperability that could be used as a selling point and as an alter-
native to single-vendor proprietary networks from IBM, Digital 
Equipment Corporation, and others that were common in that era. 
Larry Lang, who worked for many years at Cisco, said, “The reas-
surance that it was okay to give up having ‘one throat to choke’ came 
from confidence that the equipment was interoperable. It is hard to 
remember a time when that was a worry, but it surely was.” 

Part of Lynch’s vision was to ensure that proving interoperability 
was a very simple litmus test: did the product being exhibited work 
as advertised in a real-world situation? The answer to that question 
seems like common sense, but doing so in a trade show context was 
a relatively rare idea. And while it was a simple question, the answer 
was usually anything but simple, and sometimes the reasons why some 
product didn’t work—or didn’t work all the time—was what made the 
Shownet a powerful product improvement tool. That is just as true 
today as it was back then. The more realistic the Shownet, the more 
often it would expose these special circumstances that would bring out 
the bugs and other implementation problems.

It would prove to be a potent and enduring vision.

What Does Interoperability Mean?
The notion of interoperability seems so common sense now—and 
indeed it is the default position for most of the current networking 
world. However, in the early days of the Internet it was fraught with 
problems in terms of both larger-scale implementations and smaller 
issues that would prevent products from working reliably. One of 
Sharon Fisher’s articles in Computerworld in 1991[2] speaks about 
TCP/IP this way: “The astounding thing is not how gracefully it per-
forms but that it performs at all. TCP/IP is not for everyone.” Times 
certainly have changed in the 33 years since that was written. Today 
the notion of Internet connectivity, using TCP/IP protocols, is a given 
assumption in any computing product—from smart watches to the 
largest mainframe computers. 

Those early implementation differences plagued both large and small 
vendors alike, and required a meeting of the minds where the protocol 
specifications weren’t exacting enough to ensure its success, or where 
bugs took time to resolve. Enter the Interop conference. As a reminder, 
in those early days the popular IP applications were based on the File 
Transfer Protocol (FTP),  the Simple Mail Transfer Protocol (SMTP), 
and the Simple Network Management Protocol (SNMP). The web 
was still being invented and far away from being the de facto smash 
hit that it is today. Video conferencing and streaming didn’t exist. 
Telephones still ran on non-IP networks. 

One of the early casualties was the Open Systems Interconnection  
(OSI) series of protocols promulgated by the International Organiza-
tion for Standardization (ISO). 

The Interop Shownet continued
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It was precisely because of the interoperability among TCP/IP products 
and “the failure of OSI to effectively demonstrate interoperability in 
the early 1990s that was the final nail in its coffin,” said Brian Lloyd, 
who worked at Telebit at the time. There are other stories of the defeat 
of OSI, such as this one in the IEEE Spectrum.[3]

The Relationship Among the Shownet, the Conference Tutorials, and the NOC
To accomplish Lynch’s vision, Interop was not only the Shownet, but 
also its interaction with two other elements that became force multipli-
ers in the quest for interoperability. These elements were the tutorials 
that were given before the opening of the show floor, and the NOC 
team that ran the network itself. All three had an important synergy 
to promote the actual practice of interoperability among different ven-
dors’ products: not only in the demonstration of what worked with 
what but also in the discovery of protocol mismatches or program-
ming errors so that new equipment could be made to interoperate. 

Dave Crocker, who authored many RFCs and served on the Interop 
program committee that selected speakers in the 1990s, called out 
this tripartite structure of Shownet, NOC, and conference as a major 
strength of Interop. “Interop was able to contrast the technologies of 
the Internet with the interoperability of non-Internet technologies, 
such as IBM’s Systems Network Architecture (SNA). It had very prag-
matic implications and wasn’t just promoting marketing speak.”

Many of the engineers who developed those early protocols and tech-
niques and other pieces of Internet technology taught the tutorials (and 
as I mentioned, I taught a few of them during those early years, in 
addition to serving with Crocker on the program committee), so that 
others could learn how to best implement them. Here is where Interop 
contained its secret sauce: the people who taught the tutorials were 
the people who contributed to the underlying protocols and code, in 
some cases code so new it was changing over the duration of the show 
itself. “It was only after getting to Interop that we found out how few 
options were actually used by most implementations, and only then 
did we have access to the larger Internet and various versions of Unix 
computers,” said Brian Lloyd. “It was real bleeding edge stuff back 
then and the place to go for product testing and see how marketers and 
engineers would work together.” 

And the NOC was a real one, like what could be found at large corpo-
rations, monitoring the network for anomalies and using it to debug 
various implementations leading up to the opening moments of the 
show. “It was unusual for its time,” said Fisher in another article in 
Infoworld.[4] “The NOC team was infamous in the trade press for its 
tours and the time members took to explain things to us,” she said. 
Malamud recalls that the NOC had a strict “no suits” policy, mean-
ing that its denizens were engineers that rolled up their shelves and got 
stuff done. 
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All of this happened with very few paid staff: most of the people 
behind the Shownet and NOC were volunteers who came back, show 
after show, to work on setting things up and then taking them down 
after the show ended. That was, and to some extent still is, a very high-
pressure environment: imagine wiring up a large convention center 
and connecting all of its conference rooms with a variety of network 
cabling. Several of the original Interop Shownet and NOC volunteers 
are continuing the tradition by helping to build and run the Internet 
Engineering Task Force (IETF) event networks at every IETF meeting 
around the world.

One of the more infamous moments of Interop was the Internet 
Toaster, created originally by John Romkey for the 1990 show[5]. 

“I wanted to get people thinking of SNMP not just as getting variables, 
but for control applications, a wider vision. So we had an SNMP 
controlled toaster. If you put bread in the toaster, and set a variable 
in SNMP, the toaster would start toasting. A whole Management 
Information Base (MIB) was written for it, including how you wanted 
the toast, and whether it was a bagel or Wonder Bread. I ended  
up with lots and lots of bread in my garage. It got a lot of attention,  
but I don’t think that managing your kitchen through SNMP is very  
practical today.”

Dave Buerger, who was an early tech journalist at CMP, remembers 
Interop as having “a strange sense of awe unfolding for everyone as we 
glimpsed the possibilities of global connectivity. Exhibits on the show 
floor were more experiments in connecting their booths to the rest of 
the world.” 

Construction of the Earliest Shownets (before 1993)
To say that Lynch was very persuasive is perhaps a big understate-
ment. He convinced people who were quirky, unruly, or difficult to 
work with to spend lots of time pulling things together. “Dan allowed 
us to do stuff that the usual convention wouldn’t normally allow, and 
managed people that weren’t used to being managed,” said Malamud. 

Peter de Vries was one of the earliest Shownet builders when he was 
working at Wollongong as one of the early Internet vendors. He ended 
up working for Interop for three years before opening the West Coast 
office for FTP Software. He remembers Lynch “dragging people kick-
ing and screaming into using the Internet” back in the late 1980s and 
early 1990s. “But he was a fun guy to work for, and he had an unusual 
management style where he didn’t issue demands but convinced you to 
do something through more subtle suggestions, so by the time you did 
it you were convinced you had the original idea.” 

These volunteers would essentially be working year-round, especially 
once the calendar was filled with multiple shows per year. Back in 
those early years, the convention centers didn’t care about cabling, and 
hadn’t yet figured out that having a more permanent physical network-
ing plant could be used as an asset for attracting future meetings.

The Interop Shownet continued
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“We were often the first show to hang cables from the ceiling, and it 
wasn’t easy to do,” said Malamud, who chronicled the 1991 Shownet 
assembly[6]. The first Interop shows used thick Ethernet cables that 
required a great deal of finesse to work with; de Vries recalls they had 
to pass wires through expansion joints and other existing holes in the 
walls and floors, wires that didn’t easily bend around corners.

 “Each network tap took at least ten minutes of careful drilling to attach 
to this thick cable.” He has many fond memories of Lynch: “My goal 
was to try to get everyone to use TCP/IP, but Dan took it to the next 
step and showed that TCP could be a useful tool, something better 
than a fax. He was a real visionary.”  

Ethernet—in all of its variations over the years, including early imple-
mentations of 10BaseT and 100-megabit speeds—wasn’t the only 
cabling choice for Interop; the show would expand to fiber and Token 
Ring cabling as part of its mission. Brian Chee was one of those volun-
teers who remembers having to re-terminate 150 different fiber strands 
across the high catwalks of the convention spaces. “We even had to 
terminate the fiber on the roof of the convention center to connect it to 
the Las Vegas Hilton across the street,” he said. 

Getting all that cabling up in the air wasn’t an easy task either. Patrick 
Mahan worked on the San Francisco show in 1992 and recalls that he 
and other networking volunteers were paired with the union electrical 
workers on a series of scissor lifts. “We needed multiple lifts operating 
in tandem to raise them, and we had just started hanging a 100-foot 
length [cable] when a loud air-horn goes off and each lift immediately 
starts descending to the floor, because it was time for the mandatory 
union 15-minute break. It took about three minutes before the cable 
bundles started breaking apart and crashing to the cement floor. You 
could hear the glass in the fiber cables breaking!” 

The Vegas climate made installations difficult, especially when its non-
air-conditioned convention halls reached temperatures of 110 degrees 
Fahrenheit outside. “Many convention centers don’t turn on their air 
conditioning until the night before the show begins, so it was a par-
ticularly harsh environment,” said Glenn Evans, who worked as both 
a volunteer and an employee of Interop during the late 1990s and early 
2000s. “Vegas in May is very dry, and static electricity is a big issue. 
We fried several switch ports inadvertently and spent long nights add-
ing static filters to avoid it because some shows had more than 1,200 
connections across their networks.” Evans emphasized that the install 
teams relied on “redneck engineering to come up with creative solu-
tions, and it didn’t have to be perfect, [it] just had to work for five 
days.”

The cabling had to be laid out three times for each Shownet. The vol-
unteers would have access to the convention center for a day months 
before any actual show. They would lay out the first cable segments 
and add connectors, then roll them up and store them in a warehouse. 
Then before the show there would be a “hot staging” event where the 
cables were connected to their equipment racks and tested. 
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Finally, several nights before the show began saw the real deploy-
ment at the convention center, which would span several 24-hour days 
before the actual opening. Those long nights were epic: de Vries recalls 
falling asleep in the middle of one night at the top of a 15-foot ladder, 
only to be gently awakened by the only other person in the convention 
center at the time. “Those installations nearly killed me!”

Many of the participants during those early years were motivated by 
a sense of common purpose, that their efforts were directly contrib-
uting to the Internet and its usefulness. “I loved that we could help 
the overall industry get stuff right,” said Hultquist. “They were some 
of the smartest people that I have ever worked with and were con-
stantly pushing the envelope to try to deploy all sorts of emerging 
technologies.” 

But the physical plant was just one issue; once the cabling was in place, 
the real world of getting equipment up and running across these net-
works was challenging. In those early Interops, equipment was often at 
the cutting edge, and engineers would make daily or even minute-by-
minute changes to their protocol stacks and application code. 

James van Bokkelen was the president of FTP Software then, and he 
recalls seeing the Shownet in 1988 crash while running BSD v4.3, 
thanks to a buggy version of one TCP/IP command. Turns out the bug 
was present in Cisco’s routers that were used on the Shownet. “It took 
a few minutes of scampering before everything was in place and we 
got Shownet back online,” he said. Scampering indeed: the volunteers 
had to compare notes, debug their code, and reboot equipment often 
located at different ends of the convention floor.

“We were getting alpha software releases during the show. This network 
created an environment where people had to fix things in real time in 
real production environments,” said Hultquist. “Wellfleet, 3Com, and 
Cisco were all sending us router firmware updates so their gear could 
interoperate with each other. I loved that we could help the overall 
industry get stuff right.” 

At one of the 1991 Interop events, “FDDI completely melted down,” 
said Merike Kaeo, who at the time was working for Cisco in charge of 
their booth and volunteering in the NOC. “There was some obscure 
bug where a router reboot wasn’t enough, you had to reset the FDDI 
interface adapter separately. It didn’t take all that long to get things 
running, thankfully.”

Some of the problems were far more mundane, such as using equip-
ment with NiCad batteries that had very short shelf life. Chee recalls 
that one Fluke engineering director got tired of trying to get these bat-
teries replaced with Lithium-ion batteries. “He would send his team up 
to the rafters with network test equipment that had very short battery 
life; they were quickly replaced in their newer products.”

The Interop Shownet continued



THE INTERNET PROTOCOL JOURNAL

11

As more Shownets were brought up over the years, they had built-
in redundant—and segregated—links. “We all played a part to make 
sure that after 1991, we would have a stable portion that would run 
reliably and put any untested equipment on another network that 
wouldn’t bring the working network down after the show started,” 
said Bill Kelly, who worked for Cisco in its early days. 

de Vries said the first couple of Interop Shownets had less than 10 
miles of cabling, which grew by 1991, according to Malamud, to hav-
ing more than 35 miles of cabling, connecting a series of ribs, each 
one running down an aisle of the convention floor or some other well-
defined geographic area. “Each rib had both Ethernet and Token Ring 
connected to an equipment rack with various routers,” said Malamud.

“There were two backbones that connected 50 different subnets, one 
based on FDDI and the other on Ethernet, which in turn were con-
nected via T-1 lines to NASA Ames Research Center and Bay Area 
Internet points.”

Bill Kelly, who worked on the Shownet NOC while he was at Cisco, 
developed a three-stage model that covered a product lifecycle. “The 
first stage is using the IETF RFCs to try to make something work. 
Then the second stage is when a vendor is late to market and must 
figure out how to play nicely with the incumbents and the standards. 
The third stage is mostly commodity products, and everything works 
as advertised.” 

The Middle Years (1994–1999)
The Internet—and Interop—were both growing quickly during this 
time. New Internet protocols and RFCs were being created frequently, 
and applications—and dot-com businesses—sprang up without any 
business plans, let alone initial paying customers. There were new  
venues each year in Europe, shows in Sydney, Australia, and Singapore, 
and Sao Paulo, Brazil. Some years had as many as seven or eight  
different shows, each with its own Shownet that needed to be custom-
ized for the exhibit halls in these cities.  

Let’s return to 1986 for a moment. That year Novell began its own 
trade shows, called NetWorld, to explain its growing Netware com-
munity. By 1994, these shows had grown, and that is when Novell 
and Interop merged their shows, calling them NetWorld+Interop. This 
moniker held until 2004, when a series of technical media companies 
purchased Interop. 

“Shownet didn’t change much after the Novell merger. We could accom-
modate their stuff at the edge, but it didn’t impact the core network,” 
said Hultquist. For the Shownet team, Netware was just another pro-
tocol to interoperate across. Despite Novell’s influence, during these 
years, TCP/IP became a networking standard. So did the cabling that 
made up the Shownet: “In the mid-1990s, a lot of the cable plant 
could be reused from show to show, with a standard set of 29-strand 
multimodal fiber with quick connectors and 48 strands of Category 5 
copper cable for the ribs,” said Evans. 
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TCP/IP evolved too: by the end of the 1990s, the protocols and Ethernet 
hardware became commodities and were both factory-installed in 
millions of endpoint devices. “The Internet was becoming more stan-
dardized, and Interop became less of an experiment and more of a 
technology demonstration,” said Evans. 

Nevertheless, vendors tried to differentiate themselves with quirky 
exhibits, pushing the envelope of connectivity. One stunt happened 
during the 1995 Interop at the Broadcom booth, which demonstrated 
Ethernet signals over barbed wire. “The wires were ugly and rusty 
and had nasty little barbs all over them,” according to one description 
written years later.[6,11]

By 1999, the Shownet split into two separate parts: the live produc-
tion network connecting the exhibit booths called InteropNet, and 
InteropNet Labs used for showcasing new technologies and products. 
Back then, these new technologies included VoIP, VPNs, and other 
“hot technologies,” according to a post by Tim Greene on CNN.[7] 

Several market forces caused this situation. First, more and more con-
ferences began promoting the idea of Internet connectivity for both 
attendees and vendor participants. “As that reality dawned on people, 
the Interop Shownet became an increasingly useless anachronism,” 
said Larry Lang, who was part of the team building Cisco’s support 
for FDDI at that time. “As our competition became Wellfleet rather 
than IBM, why would we want to participate in an expensive and 
time-consuming display that suggested complete equivalence among 
all the products?” 

Hultquist was quoted in that CNN piece saying that attendees “won’t 
know whether a piece of equipment really worked because of the 
demands placed on them by more experimental or untested products.” 

A second issue had to do with striking a balance between established 
vendors and newcomers. Kelly remembers the relationship between 
Cisco and Interop to be “complicated because we were the market 
leader and if we just donated equipment without any technical sup-
port, we ran the risk of outsiders misconfiguring the devices. Interop 
was also used to dealing with small engineering groups and not pesky 
marketing types that wanted to know the value of participating in the 
show.” Plus, long-running contributors to the original Shownets often 
got a jump on developing new gear and interacting with products that 
weren’t yet on the market.  

By the end of the 1990s, the Shownet staging operation had also split 
into two. Prior to that moment, each Shownet would be staged in a 
Silicon Valley warehouse. But then the show runners for Tokyo decided 
to set up their own facilities to stage and constitute their own Shownet, 
and reformulated their NOC team from local talent, where they con-
tinue to build and demonstrate interoperability to the present day.  

The Interop Shownet continued
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The New Millennium of Interop
Interop continued to grow in the new millennium. Two notable events 
affected the Shownet. The day the towers fell in New York in 2001 was 
also the day that the fall Interop show in Atlanta started. Many of the 
Shownet volunteers recall how quickly their network became the main 
delivery of news and video feeds to those attendees who were stuck in 
Atlanta, since all flights were grounded for the next several days. Brian 
Chee remembers that “within minutes of the disaster we maxed out 
the twin OC-12 WAN connections into the Shownet. We brought up 
streaming video of CNN Headline News over IP multicast, and that 
cut our wide-area traffic substantially, while at the same time it was an 
impressive demonstration of that technology.”

But then a few years later another event happened. “The day the 
Slammer virus hit, in 2003, we had just gone into production across 
the Shownet. That virus hurt our network throughput just enough that 
all our monitoring devices were useless,” said Chee. “But the NOC 
team was able to characterize the problem within a few minutes, and 
we were able to use air gapped consoles to reset routers and filter out 
the virus-infected packets.” That is as real world as it gets and is an 
example of how the Shownet proved its worth, time and time again.

But what is amazing is how enduring the legacy of Shownet continues 
to be. For example, during the 2019 Tokyo Interop, it played a criti-
cal role in demonstrating the interoperability among various segment 
routing vendors running over IPv6, resulting in a draft Internet docu-
ment.[8] I had an opportunity to review a draft report from the Tokyo 
team about the 2024 network that will be published in a future IPJ 
issue. “We faced varied challenges and considerations to achieve this 
while serving user traffic,” they wrote[9]. 

Subsequent Tokyo shows—indeed the now sole survivors of the 
Interop legacy—would continue to draw on a huge talent pool of 
local talent. This year’s show had more than 650 volunteer engineers, 
including 30 alone to operate its NOC. “In 2024, we had 11 working 
groups leading the following fields: facilities, optical transport, exter-
nal connectivity, backbone network, data center and cloud, wireless 
network, monitoring, security, testers, 5G, and media over IP,” said 
Takashi Tomine, who was part of the NOC team. The NOC occupies 
an impressive amount of show-floor real estate, where it continues to 
serve as a teaching and demonstration tool, as well as a working net-
work nerve center.  

It also is an opportunity for university students and junior staff to 
obtain hands-on experience in network operations and spend two 
weeks touching technology in ways that they might not have in their 
jobs or classrooms. The NOC team conducts walking tours, wherein 
guides describe what these teams have done in the many Interops held 
elsewhere down through the years. The 2024 show endures in another 
way, the “hot staging” model that was developed more than 30 years 
ago at the first Silicon Valley shows. The team has a total of eight days 
to assemble the network, and a few hours to take it apart after the 
show ends. 
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“First, we install every device in the right place on the racks, turn on the 
devices, and check their status. Checking device statuses is very impor-
tant because some devices are transported directly from overseas to the 
venue, so it is necessary to ensure that they are not malfunctioning. We 
usually finish this process on the first day. On the second day, we start 
the network setup,” said Tomine. 

His article will be published in a subsequent IPJ issue that goes into 
further details about the Tokyo show and how it grew over the years.

Figure 3: Interop Tokyo  
2024 ShowNet Walking Tour

The 2024 Tokyo Interop showcased several new technologies, or tech-
nologies used in new and innovative ways. For example, the Shownet 
shared streaming video content with three geographically distrib-
uted TV broadcasting stations, all over IP networks. The team built 
a special media operations center to control these broadcasts and to 
demonstrate real-time video recording and editing of several confer-
ence sessions and demonstrations. In that respect, it was back to the 
future when the first multicast IP streams were broadcast years ago.

“The coolest thing we got out of working at Interop is that technology  
doesn’t happen without the people, and the people involved were some 
of the hardest-working and smartest people that you’ll ever meet. They 
checked their egos at the door, and solved problems jointly,” said 
Evans. “It was run like a democratic dictatorship, where everyone had 
a say.”
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Dedication
This article is dedicated to the memory of Daniel Courtney Lynch, 
August 16, 1941 – March 30, 2024, founder of the Interop events and 
whose vision gave us the Interop Shownet.
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Experimental IPv6-only Network at APRICOT 2024

by Brian Candler, NSRC

T he Asia Pacific Regional Internet Conference on Operational 
Technologies (APRICOT)[0] is the Internet Network Operators 
Summit for the Asia Pacific region. Every year, a wireless net-

work conference is deployed to provide connectivity for hundreds  
of delegates, with a separate “IPv6-only” SSID as an alternative for  
people to try. This year, we decided to experiment with a new approach, 
by using some of the recent mechanisms designed for “IPv6-mostly” 
networks to build a better “IPv6-only” network.

What Is IPv6-mostly?
“IPv6-mostly” is a way to gracefully sunset Internet Protocol Version 4  
(IPv4) on dual-stack access networks. The work in this area has been 
driven in part by Google’s enterprise network, which has become so 
large that they ran out of RFC 1918[1] private addresses. Technically, 
there are two pieces to this plan:

• A new “IPv6-only preferred” option for Dynamic Host Config-
uration Protocol Version 4 (DHCPv4) (option 108, RFC 8925)[2]. 
By requesting this option, a client declares that it is willing to run 
in a single-stack, IPv6-only mode. And by returning this option, the 
DHCPv4 server confirms that the network is happy to work this way 
too. The client then doesn’t configure itself with any IPv4 address.

• A new “PREF64” Neighbor Discovery Option for Router Adver-
tisements (RFC 8781)[3]. This option tells the client that a Network 
Address Translator 64 (NAT64) is available, and what prefix to use.

If both of these conditions are true, the client configures itself with a 
Customer-Side NAT46 Translator (CLAT), with a hidden private IPv4 
address. Any IPv4 application traffic is routed through this translator 
and carried across the network as IPv6 until it reaches the Provider-
Side NAT64 (PLAT), where it is converted back to IPv4. This whole 
mechanism is called 464XLAT.

The end result is that you can interact with IPv4 resources—even using 
IPv4 literals, like ping 8.8.8.8—when running on an IPv6-only net-
work. In effect, your IPv6 network doubles as a large block of private 
addresses behind a NAT. A big advantage of this approach is that there 
is no need to use DNS64 to generate fake AAAA records for IPv4-only 
destinations.

“IPv6-mostly” is supported by modern versions of macOS (13+), iOS, 
and Android. Any other clients will simply continue with regular dual-
stack operation, but overall the usage of your DHCPv4 address pools 
will decrease.
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Using IPv6-mostly Features for IPv6-only
For APRICOT, we wanted to build a pure IPv6-only network, not 
dual-stack. But we also wanted to enable the CLAT in client devices 
that support it in order to get maximum compatibility with IPv4. Here 
is how we enabled it: the pieces were all built inside an Ubuntu 22.04 
Virtual Machine (VM) running on a compact Next Unit of Computing 
(NUC) computer. The NUC is a line of small-form-factor barebone 
computer kits designed by Intel.

First, we needed a DHCPv4 server that would respond to clients that 
requested option 108, granting them permission to run IPv6-only. 
Regular DHCP servers like ISC DHCP and Kea DHCP are quite 
happy to do that. However, we also did not want to respond to clients 
who didn’t support option 108; if we did, we’d have to offer them an 
IPv4 address, and we’d be back to a dual-stack network.

I couldn’t find an off-the-shelf DHCPv4 server that was capable of 
working this way, so I found a modular DHCP server in Go called 
coredhcp[4] and created a new plugin[5] to implement the desired behav-
ior. This plugin has now been merged into the main codebase.

Second, I needed to send router advertisements with the PREF64 
option. The conference routers were Arista Layer 3 switches, and 
although they have this feature in very recent firmware, it wasn’t avail-
able in the version we were using.

Therefore, I used Linux’s radvd[6] to perform the router advertise-
ments. This feature was not available in the latest released version, 
only git HEAD, so I had to compile radvd from source. Since it’s not 
possible for one router to send advertisements on behalf of another, it 
meant that the VM where radvd was running also had to act as the 
gateway for the IPv6-only network, turning the VM into a router for 
IPv6 traffic.

And finally, I needed a NAT64 translator somewhere on the network. 
This process could potentially have been done on a conference router, 
but since the IPv6 traffic had to pass through the VM anyway, I decided 
to implement NAT64 on the VM as well. I implemented it using Jool,[7] 
a kernel module for NAT64 (refer to Figure 1 on the folowing page).

Configuration
We bundled all the components into a single VM running Ubuntu 
Linux 22.04. The VM acted as the router for the IPv6-only network, 
forwarding IPv6 packets in the kernel. It had an IPv6 address on the 
conference backbone, and an IPv6 address on a separate /64 subnet for 
the wireless network, with a static route on the upstream conference 
router.

We also configured the VM with an IPv4 address on the wireless-facing 
interface, but only so that the DHCPv4 server had an address to bind 
to. The VM offered no IPv4 addresses to clients, and enabled no IPv4 
routing or NAT.
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Figure 1: APRICOT 2024 Network 
Configuration for “IPv6 Mostly”
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The other components running on the VM follow:

• The Jool kernel module, to perform the NAT64 translation;

• The radvd daemon, to announce the wireless prefix and the NAT64 
prefix to clients; and

• The coredhcp server, to return DHCPv4 option 108 to those clients 
that requested it. It was also configured to act as a stateless DHCPv6 
server, to give out DNS server addresses and domain search lists 
for any clients that didn’t support Router Advertisement options 
Recursive DNS Server Option (RDNSS) and Domain Name System 
Search List (DNSSL).

Problems
The basic reachability to the IPv4 Internet via NAT64 seemed to work 
well. However, we were plagued by clients being repeatedly removed 
from the IPv6-only network by the Cisco Wireless LAN Controller 
(WLC), at seemingly random intervals. Strangely, this didn’t seem to 
affect clients on the main conference SSID on the same access points. It 
turns out that several underlying issues were to blame.

First, the client private CLAT address 192.0.0.2 was leaking out as 
the source IP address on various multicast packets (such as multicast 
DNS, and Chrome doing service discovery on UDP port 1900). Logs 
showed that the wireless controller had a feature called “IP Theft or 
Reuse” that would add client MAC addresses to an exclusion list if it 
saw the same source IP address from multiple clients. We were able to 
turn that option off.

IPv6 Mostly continued
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Second, some clients were being kicked off regularly every 10 min-
utes. The Cisco WLC had a setting where the wireless access points 
would perform dynamic channel reassignment every 10 minutes. We 
increased it to 24 hours.

Finally, when the conference was nearly over, we discovered another 
per-SSID setting, “IPv4 DHCP required,” which we also turned off. 
We believe that fixed the remaining problems.

There was one other major issue: clients would lose the ability to  
reach IPv4 destinations for a few minutes at a time, without being 
kicked off the wireless network—Pv6 connectivity continued to work. 
Using tcpdump, we saw that IPv6 neighbor discovery on the VM was 
forgetting about the IPv6 address of the CLAT. It turns out that the ver-
sion of Jool in the Ubuntu 22.04 package repositories is old (v4.1.7), 
and this problem is known[8]. It was straightforward to upgrade the 
package to the latest release, v4.1.11.

Apart from these problems, the CLAT/NAT64 mechanism worked 
very well for those devices that supported it. Remaining issues were 
minor: traceroute to an IPv4 destination showed only “*” for every 
hop, and the macOS ssh client didn’t work when given the “-4” flag 
(although it did work with an IPv4 literal address). Otherwise, it was 
just like being on a dual-stack network.

Conference Usage and Compatibility
From DHCP logs, I found that 142 unique devices had attempted to 
use the IPv6-only SSID, and of those, 115 (81%) supported DHCP 
option 108. That’s a surprisingly high proportion, representing a high 
usage of Apple laptops, iOS phones, and Android phones amongst del-
egates. Those devices should have gotten a good experience from the 
network, if it weren’t for the wireless disconnection issues.

The other 27 devices would have had a much worse experience. They 
got no DHCPv4 response, so they retried repeatedly, configured them-
selves with an IPv4 link-local address (169.254.x.x), and still would 
have been able to reach only Internet sites with IPv6 addresses.

We could have improved compatibility for these clients somewhat 
by providing a DNS64 service, which fakes AAAA records for DNS 
names that have only A records. However, these DNS settings would 
have applied to all hosts on the network, meaning that even those 
clients supporting option 108 would also have been exposed to fake 
DNS responses. I thought that the experiment was more useful with-
out it, because the NAT64/DNS64 combination is already well-known 
and tested.

Post-conference Updates
Since the conference, I learned that it may no longer be necessary to 
provide any DHCPv4 server. Recent versions of MacOS will enable the 
CLAT even if the device has no IPv4 address at all. 
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However, an absent DHCPv4 server causes clients to keep sending 
DHCPDISCOVER messages, generating unnecessary load on both the 
clients and the network. Returning DHCPv4 option 108 stops the 
clients from doing this constant resending. There is also an older stan-
dard, “Auto-Config” DHCP option 116, in RFC 2563[9], but DHCP 
logs from the IPv6-only conference network showed no clients using 
this option, so it appears to be obsolete.

I also discovered a problem about the choice of the NAT64 prefix. A 
Well-Known Prefix (WKP), 64:ff9b::/64, is defined in RFC 6052[10]. 
But if you use it, you will find that clients will be unable to connect via 
NAT64 to private addresses such as RFC 1918, because that is man-
dated by RFC 6052 section 3.1. If you want to use NAT64 on a typical 
home or enterprise network, and still be able to reach internal devices 
on private addresses, you will need to avoid the WKP. The confer-
ence network used a Unique Local Address (ULA) prefix (fd64::/64) 
instead.

Conclusion
IPv6-only using the IPv6-mostly mechanisms works surprisingly well, 
and is only going to improve over time as Windows[11] and Linux add 
support for it.

Personally, I’d be quite happy to run this way at home, except that 
my Mikrotik router has no NAT64 capability. (RouterOS versions 7.8 
and later do have the PREF64 router advertisement option though)[12].
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Community Networks

Fragments
IAB Workshop on Barriers to Internet Access of Services (BIAS)
The Internet Architecture Board (IAB) organizes workshops about 
topics of interest to the community that bring diverse experts together, 
raise awareness, and possibly identify the next steps that can be 
explored by the community. The IAB held its Barriers for Internet 
Access of Services (BIAS) fully online workshop during the week of 
January 15, 2024.

The Internet is a crucial component of our critical infrastructure that 
wields a significant influence on various aspects of society. It serves as a 
vital tool for advancing the United Nations’ Sustainable Development 
Goals (SDGs)[1] and upholding human rights on a global scale. Thus 
the absence of meaningful access to digital infrastructure and services 
amounts to a form of disenfranchisement. The barriers to meaning-
ful access to Internet-based services and applications are increasing,  
posing challenges that persist even when Internet connectivity is avail-
able, thereby resulting in unequal information and service access.

The workshop solicited position papers about barriers to accessing 
content and services on the Internet, for example, based on filtering, 
blocking as well as due to general inequality of technological capa-
bilities, like device or protocol limitations. 19 position papers were 
submitted to the workshop of which 12 papers were selected for pub-
lication[2]. Two invited talks were also presented based on published 
papers. There were 40 participants in the workshop over three days. 

This marked my first IAB workshop since joining the board. I am 
delighted to have collaborated with Mirja Kühlewind, Mallory 
Knodel, Tommy Pauly, and Christopher A. Wood in organizing this 
event. The themes of censorship, circumvention techniques, and the 
digital divide have surfaced in various IAB discussions lately. Our goal 
for this workshop was to present reports, expert opinions, and ignite 
discussions on these topics. Through this experience, I gained valuable 
insights and strongly believe that the IETF community must remain 
mindful of these crucial issues when designing protocols. It is impera-
tive to ensure that we create the most secure, user-friendly protocols 
for all Internet users.

This article provides a short overview of the workshop discussion. 
However, if you would like to learn more you can also check out the 
initial draft version of the IAB workshop report[3], or watch the entire 
thing on YouTube[4]. The workshop was organized into three main 
themes across three days based on the submitted papers. 

Community Networks are self-organized networks which are wholly 
owned by the community and thus provide an alternative mechanism 
to bring connectivity and Internet services to those places that lack 
commercial interest. Discussion ranged from highlighting the need for 
measuring Quality of Experience (QoE) for Community Networks, 
to the potential role a Content Delivery Network (CDN) can play in 
Community Networks, to the role of satellite networks, and finally, to 
the vital role of the spectrum in this space.
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The digital divide refers to disparities in access to the Internet and 
services. It signifies the gap between those who have effective and mean-
ingful access to digital technologies and those who do not.  Discussion 
recognized three key aspects of the digital divide: differences between 
population demographics in the provision of online resources by gov-
ernments, inequality in the use of multilingual domains and email 
addresses, and increased costs for end-user downloads of contempo-
rary websites’ sizes. There was a general recognition that there may be 
more technical aspects of the digital divide that were not presented. 

Censorship is the legal control or suppression of what can be accessed, 
published, or viewed on the Internet. This discussion focused on 
reports of censorship as observed during recent years in different parts 
of the world, as well as on the use of and expectation for censor-
ship circumvention tools, mainly the use of secure VPN services. This 
included censorship reports from India and Russia, where censorship 
has changed significantly recently, highlighting the legal frameworks 
and court acts that put obligations on regional network providers to 
block traffic. Further, measurements to validate the blocking, as well as 
analyses of how blocking is implemented were also discussed.

The discussion highlighted the need for the technical community to  
address the management gaps and document best practices for  
Community Networks including listing of manageability consid-
erations explicitly for Community Networks. Further, the need to 
build consensus on solutions that have the most significant impact in  
fostering digital inclusion and the need to further promote them was 
discussed. We need to continue to work towards enhancing our pro-
tocols ensuring user privacy, develop further protocols that enable 
more transparency on filtering and new VPN-like services. Further 
discussion of these topics could happen in the Global Access to the 
Internet for All (GAIA)[5], Human Rights Protocol Considerations 
(HRPC)[6], Privacy Enhancements and Assessments (PEARG)[7], and  
Measurement and Analysis for Protocols (MAPRG)[8] research groups, 
based on the relevance to each group.
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IAB Statement on the Risks of Attestation on the Open Internet
While attestation of client software and hardware is a useful tool for 
preventing abuse or fraud on the Internet, the use of such attestation 
as a barrier to access otherwise open protocols and services would  
negatively impact the evolution of the Internet as a whole.

Openness and the empowerment of end users are core values of the 
IETF. RFC 3935[1], Section 4.1, explains this as part of the IETF’s  
mission statement:

“We want the Internet to be useful for communities that share our 
commitment to openness and fairness. We embrace technical con- 
cepts such as decentralized control, edge-user empowerment and 
sharing of resources, because those concepts resonate with the core 
values of the IETF community. These concepts have little to do with 
the technology that’s possible, and much to do with the technology 
that we choose to create.”

The Internet is built upon the idea that anyone who implements the 
appropriate standards should be able to interoperate on the Internet. 
Many of the core services that run on the Internet, such as email and 
the web, are designed to be openly accessible in this way. Adding client 
attestation into otherwise open systems can significantly reduce open-
ness for the Internet broadly. A recent “Web Environment Integrity”[2] 

proposal has highlighted this risk, although such models pose a risk 
beyond just the web.

Attestation of client software and hardware is distinct from user 
authentication. User authentication verifies the identity of a user or  
a credential associated with a user, and is compatible with any  
implementation that supports the correct form of authentication. In 
contrast, attestation of client software and hardware places explicit 
restrictions on the implementations that are allowed to participate in 
the protocol. For services that have intentionally restricted access, such 
client attestation (as described in Remote ATtestation procedureS 
(RATS), RFC 9334[3] is a valuable security measure, particularly when 
used in conjunction with user authentication. However, this approach 
is not appropriate for openly accessible services.

Allowing clients to use a variety of software as long as it is protocol-
compliant is an essential part of the IETF development process and 
the openness of the Internet. Although customized or open-source  
software can also be used to circumvent client-side security measures, 
the continuing viability of open software is required for continued 
innovation. Restricting access via attestation of software or hardware 
would limit the development of new protocols and extensions to exist-
ing protocols, lock users into a limited ecosystem of applications, and 
hamper the ability to audit implementations, conduct measurements, 
or perform essential security research.

Fragments continued
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If client attestation signals are used in open services to mitigate fraud  
or abuse, they should be designed to only signal the authenticity of a 
user or client without imposing strict software or hardware require-
ments. They should also be designed such that attestation is not 
required, but has a clear backup behavior when attestation is not  
possible. IETF-based protocols such as Privacy Pass [RFC 9576] 
attempt to provide a protocol that can be deployed in ways that  
promote user privacy without exposing detailed identifiers about 
the client systems that are being used. Fundamentally, attesting  
specific properties about a networking client (for example, there is 
some human user involved in this interaction) maintains the openness 
of the Internet, whereas attesting that a specific piece of software is in 
use does not and should be avoided.

The IAB invites those in the industry and standards community work-
ing on client attestation in open services to engage with the relevant 
IETF working groups (in particular, Privacy Pass[4] and RATS[5]), and 
encourages those groups to focus on defining safe deployment models 
for attestation and abuse prevention that will not put the openness of 
the Internet at risk.
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Internet Community Encouraged to Submit Event Proposals for UA Day 2025
Event proposals are now being accepted for the third annual Universal 
Acceptance (UA) Day, to be held between 1 March and 30 May 2025. 
UA Day, held annually, is an opportunity to rally local, national, 
regional, and global communities and organizations to spread UA 
awareness and to promote UA adoption with key stakeholders.

UA is a technical best practice that ensures all valid domain names 
and email addresses, regardless of script, language or character length, 
can be equally used by all Internet-enabled applications, devices, 
and systems. Co-organized by the Universal Acceptance Steering 
Group (UASG) and the Internet Corporation for Assigned Names 
and Numbers (ICANN), UA Day 2025 will consist of various virtual 
and in-person events held by the UASG, ICANN, global partners, and 
regional and local organizations. 
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UA Day 2025 builds on the success of UA Day 2024 and the  
inaugural UA Day in 2023. Together, the 2023 and 2024 events 
attracted approximately 15,000 participants worldwide across dozens 
of countries. These milestone events have helped mobilize technical  
and language communities, companies, governments and Domain  
Name System (DNS) industry stakeholders to champion UA on a 
global scale.

Those interested in organizing a UA Day event must complete the 
UA Day Event Proposal Form[1] by 11 October 2024.  ICANN will 
provide limited support for proposed UA Day events based on this 
group’s recommendations. The following types of events are eligible 
for support:

• UA Awareness: Provide a high-level overview of UA and Email 
Address Internationalization (EAI), the benefits of being UA-ready, 
basic technical concepts related to UA and next steps for becoming 
UA-ready.

• UA Technical Training: Provide in-depth training on becoming EAI-
ready for email system administrators and on becoming UA-ready 
for software developers.

• UA Academic Curricula: Work with academic faculty members 
and experts to integrate Internationalized Domain Names (IDNs) 
and UA-related topics into existing technical curricula and design a 
roadmap.

• UA Adoption: Conduct a UA adoption exercise and share chal-
lenges and solutions to becoming UA-ready, and document your 
experience. Please note that advance preparatory work and review 
are required in order to qualify for a UA Adoption event.

• UA Regional Strategy: Discuss appropriate mechanisms for pro-
moting UA adoption at the local, regional, and national levels.

Proposals will be considered from all relevant organizations, including 
international, regional and local organizations, technology organiza-
tions and companies, open-source communities, standards bodies, 
email service providers, academia, industry groups, and language 
communities. 

UA is considered a foundational requirement for the continued expan-
sion of the Internet. Since 2009, the landscape for domain names has 
changed markedly—in overall number of Top-Level Domain Names 
(TLDs) available, TLD character length and scripts available. However, 
the checks used by many software applications to validate domain 
names and email addresses often use rules that do not fully support 
Universal Acceptance. Achieving UA ensures everybody has the ability 
to experience the full social and economic power of the Internet using 
their chosen domain name and email address that best aligns with their 
interests, business, culture, language, and script.

Questions can be directed to UAProgram@icann.org. A full UA Day 
event calendar will be published in due course. In the meantime, inter-
act with the UASG on social media (X, Facebook and LinkedIn) using 
the hashtag #Internet4All.

Fragments continued
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The UASG is a community-led initiative that was formed in 2015 
and funded by ICANN. It consists of volunteers from many compa-
nies, governments, and community groups. The UASG works to raise 
awareness of the importance of UA globally, provide free resources to 
organizations to help them become UA-ready, and measure the prog-
ress of UA adoption. To learn more, visit https://uasg.tech/

ICANN’s mission is to help ensure a stable, secure, and unified global 
Internet. To reach another person on the Internet, you need to type an 
address—a name or a number—into your computer or other device. 
That address must be unique so computers know where to find each 
other. ICANN helps coordinate and support these unique identifiers 
across the world. ICANN was formed in 1998 as a nonprofit public 
benefit corporation with a community of participants from all over the 
world. To learn more, visit https://icann.org
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Call for Papers
 
The Internet Protocol Journal (IPJ) is a quarterly technical publication 
containing tutorial articles (“What is...?”) as well as implementation/
operation articles (“How to...”). The journal provides articles about 
all aspects of Internet technology. IPJ is not intended to promote 
any specific products or services, but rather is intended to serve as 
an informational and educational resource for engineering profession-
als involved in the design, development, and operation of public and  
private internets and intranets. In addition to feature-length articles, 
IPJ contains technical updates, book reviews, announcements, opinion 
columns, and letters to the Editor. Topics include but are not limited 
to:
• Access and infrastructure technologies such as: Wi-Fi, Gigabit 

Ethernet, SONET, xDSL, cable, fiber optics, satellite, and mobile 
wireless.

• Transport and interconnection functions such as: switching, routing, 
tunneling, protocol transition, multicast, and performance.

• Network management, administration, and security issues, includ-
ing: authentication, privacy, encryption, monitoring, firewalls, 
troubleshooting, and mapping.

• Value-added systems and services such as: Virtual Private Networks, 
resource location, caching, client/server systems, distributed systems, 
cloud computing, and quality of service.

• Application and end-user issues such as: E-mail, Web authoring, 
server technologies and systems, electronic commerce, and applica-
tion management.

• Legal, policy, regulatory and governance topics such as: copyright, 
content control, content liability, settlement charges, resource allo-
cation, and trademark disputes in the context of internetworking.

IPJ will pay a stipend of US$1000 for published, feature-length arti-
cles. For further information regarding article submissions, please 
contact Ole J. Jacobsen, Editor and Publisher. Ole can be reached at 
ole@protocoljournal.org or olejacobsen@me.com

The Internet Protocol Journal is published under the “CC BY-NC-ND” Creative Commons 
Licence. Quotation with attribution encouraged.

This publication is distributed on an “as-is” basis, without warranty of any kind either 
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