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F r o m  T h e  E d i t o r

The TCP/IP Interoperability Conference—later renamed Interop—
began as a small workshop in August 1986. It quickly grew in scope 
to incorporate tutorials, and by 1988 an exhibition network connected 
51 exhibitors to each other and to the global Internet. This network 
was designed and deployed by a group of volunteers, and it became 
the proving ground for many emerging technologies. In 1994, Interop 
added Tokyo to its international venues, where 30 years later the con-
ference and exhibition attracts more than 120,000 visitors annually. 
Following an article by David Strom describing the history and evo-
lution of the Interop show network in our previous issue, we now 
bring you the first installment of an article that describes how this net-
work continues to evolve at the Tokyo Interop show. The article is by 
Takashi Tomine, Ryo Nakamura, and Ryota Motobayashi—all mem-
bers of the team that designs and deploys their version called ShowNet. 
A second installment detailing the technologies demonstrated in the 
2024 ShowNet will be published in a future issue.

Our previous issue also contained an article about the “IPv6 Mostly” 
experiment that was conducted during APRICOT 2024 in Bangkok. 
It is perhaps surprising that we are still very much living in an Internet 
that is heavily dependent on IP Version 4 (IPv4) given the amount 
of time that has passed since the initial IP Version 6 (IPv6) specifica-
tions were published. In our second article, Geoff Huston provides an 
in-depth analysis on the topic of IPv6 Transition and suggests that per-
haps changes in Internet Architecture and technological developments 
will have us waiting a very long time before IPv4 addressing becomes 
obsolete.

Book reviews used to be a fairly regular feature in this journal, but it has 
been quite a long time since we have published any reviews. We asked 
Craig Partridge to review the book The Real Internet Architecture: 
Past, Present, and Future Evolution, and we hope this latest review will 
encourage you to send us suggestions for other books on networking 
and related topics. As always, you can contact us with your feedback 
by sending an e-mail to: ipj@protocoljournal.org

—Ole J. Jacobsen, Editor and Publisher 
ole@protocoljournal.org
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ShowNet at Interop Tokyo: 
A Continuously Evolving Demonstration Network

by Takashi Tomine, Ryo Nakamura, and Ryota Motobayashi

I nterop Tokyo, which inherits the objectives of the Interop confer-
ence series, is the largest annual exhibition of Internet technologies 
in Japan. It is held yearly for three days in June. Over 500 exhibi-

tors showcase their products and services at individual booths, and 
more than 120,000 people visit the venue during the exhibition, as 
shown in Figure 1. Moreover, a co-located conference offers several 
dozen sessions and keynote talks.

Figure 1: A view of the Interop exhibition in 2024.

An essential part of Interop Tokyo is ShowNet, the largest demonstra- 
tion network built at Interop Tokyo exhibitions. ShowNet provides 
network connectivity for Interop exhibitors and attendees but is 
not limited to this service. Since Interop originates from the word 
“interoperability,” ShowNet conducts various interoperability tests, 
experiments, and demonstrations of new networking technologies. 
For example, in 2019, we deployed service function chaining using 
Segment Routing over IPv6 (SRv6)[1] with four SRv6-capable nodes 
and five SRv6 proxies[2] from different vendors.



THE INTERNET PROTOCOL JOURNAL

3

At that time, SRv6 was an emerging packet-forwarding paradigm, and 
we faced varied challenges and considerations to achieve this arche-
type while serving user traffic.

The knowledge we gained through the deployment was published as 
an Internet Draft[3]. We have deployed and demonstrated not only 
routing techniques but also broader technologies, including facilities, 
optical transport, wireless, security, monitoring, testers, and emerging 
technologies, such as 5G and media over IP in recent years.

The 2024 ShowNet, featuring comprehensive technical demonstra-
tions, consisted of more than 20 full-height racks, allowing attendees 
to see the devices running in production. Figure 2 shows a picture of 
such a ShowNet booth in 2024.

Figure 2: The ShowNet booth in 2024. Whiteboards were mounted on the side 
walls of each rack, where the NOC members wrote explanations about the devices, 
design, and technologies. Attendees could see the running devices with those 
explanations.

History
Interop Tokyo celebrated its 30th event in 2023. In other words, thirty 
years have passed since an IT trade show, NetWorld+Interop, landed 
in Japan with cutting-edge technologies such as Ethernet 10BASE-T, 
Fiber Distributed Data Interface (FDDI), Asynchronous Transfer 
Mode (ATM) with IP, Xerox Internetwork Packet Exchange (IPX), 
and Apple’s AppleTalk. Because of a consolidation among other strong 
Informa sister brands, no Interop event has been held in the United 
States since 2023. However, Interop is still alive and well in Tokyo, 
and it maintains its original mission: establishment of multi-vendor 
interoperability.

In the early 1990s, fathers of the Internet in Japan who visited an Interop 
event in the US were impressed by its effectiveness—a practical display 
of interoperability among multi-vendor networking equipment. The 
groundwork to adapt the event to a Japanese audience began then, and 
in 1994 Tokyo became one of the host cities of NetWorld+Interop, 
with Las Vegas, Berlin, Atlanta, and Paris (Interop was merged with 
Novell’s NetWorld, a similar event that occurred from 1994 to 2004).
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As an essential part of the event, Interop ordinarily deploys a tempo-
rary show-floor network InteropNet—or ShowNet, varied by years 
or venues—to provide Internet connectivity for each exhibitor. This 
concept was naturally introduced for the Tokyo show too. Until 1997, 
the design and equipment of InteropNet was basically shared through 
every show during the annual world tour. Actually, for the first Tokyo 
show, the construction and verification work of InteropNet (for Tokyo) 
was held not in Japan but at the Ziff-Davis’s Hot Stage Test Facility 
in Sunnyvale, California. The persons of talent for the latest network 
construction and operation—the Network Operations Center (NOC) 
team—were also invited globally during the initial Tokyo era.

In 1998, following the event organizer’s business operations review, 
Tokyo decided to set up a show-floor network with a local focus. The 
Tokyo NOC team has focused solely on the Japanese events since that 
time.

After making that decision in 1998, Tokyo has refrained from 
using the original InteropNet name, and now calls its own network 
ShowNet. ShowNet has since run every year except 2020, when the 
COVID-19 pandemic prohibited such public gatherings. In addition 
to Japan’s Internet technology community, diverse members from 
industry and academia now gather every year to continue building and 
demonstrating ShowNet.

Volunteers are indispensable to achieving such complex networking. 
Initially named InteropNet Team Members (ITMs), volunteers are 
currently called ShowNet Team Members (STMs) in Tokyo. This pro-
gram, which includes an educational aspect for young students and 
engineers, continues to be an essential component of ShowNet.

Who Makes ShowNet?
Building ShowNet at the Interop Tokyo exhibition is not an easy feat, 
so more than 650 engineers with diverse backgrounds are now involved 
in the project. The NOC team includes the core members, who design 
the ShowNet network and conduct broad experiments and demonstra-
tions. In recent years, the NOC team has consisted of around 30 expert 
volunteers from academia, carriers, vendors, etc. They use their areas 
of expertise and skills to manage the project. Two leaders supervise the 
ShowNet project; they choose the NOC team members yearly. Teams 
are either selected by invitation from personal and professional con-
nections or transitioned from STMs or Contributor Members.

The STM program offers a unique opportunity for university students 
and junior staff from companies to obtain hands-on experience in net-
work operations. Participants in the STM program, who are relatively 
young and novice network engineers, engage in building ShowNet at 
the venue as volunteers, and they have the opportunity to touch, config-
ure, operate, and debug various devices and cutting-edge technologies.

The Tokyo ShowNet continued
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This valuable experience is difficult to gain in universities or in their 
regular workplace. The program also allows young engineers to build 
and foster relationships and learn from each other by spending two 
weeks building ShowNet together. In recent years, around 30 slots 
have been available for participants in this program, but we receive 
more than twice as many applications each year, so the NOC team 
members are responsible for the selection process. Figure 3 shows the 
2024 STMs.

Figure 3:  
The participants in the STM program in 2024.	 ShowNet Team Members engaged in building ShowNet.

The third category of engineers involved in ShowNet is the Contributor 
Members who showcase products at Interop Tokyo each year. The 
contributor vendors make their products and services available to 
ShowNet and demonstrate them on the live network during the exhi-
bition. These members are skilled engineers from those vendors, and 
they help build ShowNet with their expertise in the products. The 
presence of the contributor members is also indispensable for building 
ShowNet.

A Timeline in a Year
This section briefly introduces a timeline of ShowNet in a year. We, the 
people involved in ShowNet, put a long-term effort into accomplishing 
the ShowNet project every year.

ShowNet covers broad aspects of today’s networking technologies. To 
manage this complexity, we organize the project into working groups, 
each focusing on a specific field. In 2024, we had 11 working groups 
leading the following fields: facilities, optical transport, external con-
nectivity, backbone network, data center and cloud, wireless network, 
monitoring, security, testers, 5G, and media over IP. The NOC team 
consisted of approximately 30 members, with each working group led 
by two to four NOC team members who have expertise in that group’s 
area of interest.

Planning
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Preparation for ShowNet starts in October, the year before the Interop 
exhibition in June. First, the two leaders gather and organize the 
NOC team members and begin to discuss topics and technologies that 
ShowNet will address in the next Interop Tokyo. Then the leaders meet 
monthly with all NOC team members to share and discuss the overall 
structure and design of demonstrations. Additionally, each working 
group holds meetings at least once a month, as needed.

The Contributor Members—vendors providing their products to 
ShowNet—join the discussion in December. The NOC team members 
introduce the concept for the next ShowNet and the technologies they 
want to adopt to the contributor members per working group. Also, 
the contributors propose their products and use cases they wish to 
showcase. The NOC team members receive these requests and inte-
grate them into demonstrations. From then until the end of May, the 
demonstration contents are continuously refined, and the NOC team 
members consolidate everything into a concrete network design.

Two weeks before the Interop Tokyo exhibition, we start building 
ShowNet at the Makuhari Messe exhibition hall. Building ShowNet 
has two phases: Hot Stage and Deployment. During hot stage, we 
build and test all the designs and conduct planned interoperability tests 
and experiments. In recent years, we have allotted eight days for the 
hot stage, and we hold two all-hands meetings every day, one in the 
morning and one in the evening, to share progress as we continue the 
construction of ShowNet.

When the hot stage begins, all members of the NOC team, the STM, 
and the contributor members gather at the venue and start building the 
network. First, we install every device in the right place on the racks, 
turn on the devices, and check their status. Checking device status is 
very important because some devices are transported directly from 
overseas to the venue, so it is necessary to ensure that they are not mal-
functioning. We usually finish this process on the first day.

On the second day, we start the network setup: connect appropriate 
links between devices with patch cables as designed. After the physi-
cal network connections are completed, NOC members in charge of 
the backbone network start configuring the backbone routers with 
the help of the ShowNet team members. In the early days, ShowNet 
backbone was a simple Layer-3 network with a single Interior Gateway 
Protocol (IGP) instance. But now, ShowNet adopts several overlay 
technologies such as Multiprotocol Label Switching (MPLS), SRv6, 
and Virtual eXtensible Local Area Network (VXLAN), so we have to 
configure more overlays after the Layer-3 routing configuration.

The working groups other than the backbone network group prepare 
their demonstrations in parallel. Every part of ShowNet is built with 
multi-vendor equipment, so we have to check interoperability every-
where. The working groups also conduct several interoperability tests 
during the hot stage. These interoperability tests are beneficial for find-
ing bugs or slight differences in implementation. 

The Tokyo ShowNet continued

Hot Stage
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Sometimes, these bugs or differences are critical to building ShowNet, 
so contributor members from vendors try to fix them with their devel-
opment teams.

Testing the network is always essential, even in an event network. In 
ShowNet, we conduct failover tests in the latter part of the hot stage—
stop and resume each backbone router sequentially and confirm that 
routing redundancy works as expected. If troubles arise during the test, 
the backbone network group of the NOC team and the ShowNet team 
members troubleshoot and debug the problems together. This collab-
orative troubleshooting process is also a good hands-on experience for 
the junior network engineers of STM. Figure 4 shows a snapshot of a 
failover test.

Figure 4: A snapshot of the failover test in 2024. Red lines in the display indi-
cate that some user segments have unexpectedly lost the connectivity, and the 
NOC team and ShowNet team members start to troubleshoot. The software 
used here is deadman[5], which was designed and implemented for ShowNet. 

In 2024, after we finished the hot stage, we started to deploy the 
ShowNet network in the whole Makuhari Messe venue four days 
before the Interop Tokyo exhibition began. Interop Tokyo used five 
halls in Makuhari Messe. The ShowNet network spread to each hall 
with optical transport from the ShowNet booth. Every hall had a small 
booth on which access switches were installed for ShowNet to extend 
the network to all the exhibitors’ booths. Electrical construction mem-
bers deployed optical fibers from the ShowNet booth to the small 
booths in each hall and copper cables from the switches on the booths 
to the exhibitors’ booths. After spreading the cables, the ShowNet 
team members connected these cables to the access switches of the 
ShowNet backbone and checked the correctness of Layer-1 to Layer-7 
connectivity. Figure 5 shows a snapshot of such a scene.

Deployment
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Figure 5: Three ShowNet Team members and a NOC team member are checking 
deployed cables for exhibitor booths in an exhibition hall.

 
As the deployment phase begins, exhibitors of Interop Tokyo also 
arrive at the venue and start preparing their booths. ShowNet pro-
vides Internet connectivity for the demonstrations held in their booths. 
If they have any problems on the ShowNet network, they go to the 
ShowNet Service Counter and describe their problem, and we start to 
identify and resolve it. Usually, problems in this phase are caused by 
physical things like a cut cable or mis-connection of cables or access 
switches, but sometimes some logical bugs cause critical challenges. 
Such bugs are sometimes difficult to solve because we must fix them 
before the exhibition starts.

It is also crucial to ensure the visibility and presentation of the equip-
ment and services contributed to ShowNet. After the whole ShowNet 
network is built, we tidy up the ShowNet booth. We try to ensure that 
every piece of equipment inside the racks is presented well, because it 
is not only a device but also an exhibit. We also post captions for all 
equipment and prepare description slides for attendees.

After we finish all the processes for building the ShowNet, we com-
plete the network diagram. Figure 6 shows the network diagram of 
ShowNet 2024. You can see all the devices, links, services, and designs 
of ShowNet 2024 on this diagram. One of the NOC members creates 
the diagram. From the hot stage onward, the same member contin-
uously monitors all the design and configuration changes and keeps 
the diagram up-to-date. Eventually, the diagram captures all of the 
ShowNet network on a single sheet. This diagram is an essential tool 
for ShowNet: engineers use it to grasp the overall network design, 
communicate and share changes, and troubleshoot problems. The dia-
gram is practical and functional, especially when building the network 
and troubleshooting.

The Tokyo ShowNet continued
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Figure 6: Diagram of the ShowNet network at Interop Tokyo 2024. The full-size version is available[6]. Green icons indicate Layer-2 
devices, red icons are Layer-3, and yellow icons are Layer-4 and above devices. The icons in the diagram are also available under 
the Creative Commons license[7].

The Interop Tokyo exhibition usually starts on a Wednesday in mid-
June and lasts three days. When it starts, we begin operating the 
ShowNet network and also offer some presentations for attendees. 
ShowNet is one of the main parts of Interop Tokyo, so many attendees 
come to the ShowNet booth. Attendees can see the demonstrations, 
learn about the technologies, observe the devices running in the racks, 
and see and feel the functions that run on ShowNet.

During the exhibition, ShowNet members, especially the NOC team 
members, work on showcasing the ShowNet network. The NOC room 
inside the ShowNet booth is equipped with large screens that show 
several tools monitoring the network status and security, as shown in 
Figure 7. The NOC team members operate ShowNet from there, and 
attendees can observe them; actually, the NOC room is also a part of 
the show. In addition, the NOC team members conduct tours, called 
ShowNet Walking Tours, during the exhibition. Participants on the 
tours can walk around each ShowNet rack with a NOC member and 
observe the running devices, and the NOC member will answer any 
questions. Figure 8 captures a scene from one of the tours. The NOC 
team members also give several presentations at the ShowNet booth 
and in session rooms at the exhibition.

Exhibition

https://www.interop.jp/2024/assets/file/e-web.pdf
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Figure 7: The NOC room on the exhibition floor, visible to attendees.

After the 2024 exhibition ended at 5 p.m. on Friday, we started to tear 
down the ShowNet network. Our contract required that we vacate 
the halls by midnight. First, the NOC team and contributor mem-
bers shut down devices, a requirement before they could be powered 
off. Next, we shut off all power supplies, unplugged the patch cables, 
unmounted the devices, and returned them to the contributors. After 
that, the NOC and ShowNet team members wound up all cables and 
cleaned up all racks for use next year. Figure 9 shows the racks during 
tear-down.

Conclusion
The ShowNet network is a unique environment. It not only provides 
Internet connectivity for exhibitors and attendees, it also displays a 
large-scale ephemeral event network that will demonstrate emerging 
and cutting-edge technologies. ShowNet conducts various interoper-
ability tests, experiments, and demonstrations with numerous devices 
contributed by multiple vendors. Furthermore, ShowNet offers an 
invaluable opportunity for engineers to collaborate with diverse 
engineers from different fields. We believe that the connections and 
relationships among them established through ShowNet have con-
tributed to revitalizing network communities. In addition, it has more 
than 30 years of experience and adds to our knowledge to handle these 
cutting-edge trials. Interop Tokyo will continue this work inherited 
from US Interop.
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The Tokyo ShowNet continued

Tear-Down
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Figure 8: ShowNet Walking Tour: NOC team members explain the network to 
attendees in front of each rack.

Figure 9: A scene of the tear-down process in 2024. All devices were unmounted 
from the racks.

References and Further Reading
[0]	 David Strom, “The Interop Shownet,” The Internet Protocol 
	 Journal, Volume 27, No. 3, October 2024.

[1] Clarence Filsfils, Pablo Camarillo, John Leddy, Daniel Voyer,  
	 Satoru Matsushima, and Zhenbin Li, “Segment Routing over IPv6  
	 (SRv6) Network Programming,” RFC 8986, February 2021.

https://www.rfc-editor.org/rfc/rfc8986
https://www.rfc-editor.org/rfc/rfc8986
https://www.rfc-editor.org/rfc/rfc8986


THE INTERNET PROTOCOL JOURNAL

12

[2]	 Francois Clad, Xiaohu Xu, Clarence Filsfils, Daniel Bernier,  
	 Cheng Li, Bruno Decraene, Shaowen Ma, Chaitanya Yadlapalli,  
	 Wim Henderickx, and Stefano Salsano, “Service Programming  
	 with Segment Routing,” Internet-Draft, Work in Progress,  
	 February 2025. 
	 draft-ietf-spring-sr-service-programming-09

[3]	 Ryo Nakamura, Yukito Ueno, and Teppei Kamata, 
	 “An experiment of SRv6 Service Chaining at Interop Tokyo  
	 2019 Shownet,” Internet-Draft, Work in Progress, October 30,  
	 2019.
	 draft-upa-srv6-service-chaining-exp-00

[4]	 Glenn Evans, “Inside InteropNet’s Hot Stage,”Network Computing,
	 April 2013.

[5]	 deadman: https://github.com/upa/deadman

[6]	 Interop 2024 ShowNet map: 
	 https://www.interop.jp/2024/assets/file/e-web.pdf

[7]	 ShowNet map icons: 
	 https://github.com/interop-tokyo-shownet/shownet-icons

TAKASHI TOMINE received a Master’s degree from Keio University, Japan, and 
finished his Ph.D. program without a dissertation at Keio University. He is now an 
Associate Senior Research Engineer at the National Astronomical Observatory of 
Japan. He has been an Interop Tokyo ShowNet NOC team generalist since 2013. 
His research interests include network operation, international research educational 
networks, and cybersecurity. He can be reached at: tomine@interop-tokyo.net

RYO NAKAMURA received his Ph.D. degree in Information Science and Technology 
from the University of Tokyo, Tokyo, Japan, in 2017. He is currently an Associate 
Professor at the Information Technology Center, the University of Tokyo, where he 
operates the university’s campus network. His research interests include network-
ing in operating systems, network virtualization, and network operations. Since 
2009, he has been involved in Interop Tokyo ShowNet, as a ShowNet team member 
until 2011, and as a member of the NOC team from 2012 to the present. He has 
been primarily responsible for the backbone network of ShowNet, and led demon-
strations of SDN-related technologies from 2013 to 2017. He can be reached at: 
ryo@interop-tokyo.net

RYOTA “ROY” MOTOBAYASHI holds a Bachelor of Engineering from Shinshu 
University and is qualified as CISSP, Japan’s Registered Information Security 
Specialist and Information Technology Engineer (Class I and Network Specialist). 
He went through various networking-related projects, from hardware design to 
corporate strategy planning for NEC Corporation 1988-2023. Since 2024, he has 
worked for Telecom Engineering Center, a certification body in Japan. His long-term 
contributions to Interop Tokyo are NOC 1994–1996, NOC Advisory 2006–2017, 
and Program Committee 2004–2023. He can be reached at: jj1wtl@jarl.com

The Tokyo ShowNet continued

http://[4] Glenn Evans, “Inside InteropNet’s Hot Stage,”Network Computing,  April 2013.
http://[4] Glenn Evans, “Inside InteropNet’s Hot Stage,”Network Computing,  April 2013.
https://github.com/upa/deadman
https://www.interop.jp/2024/assets/file/e-web.pdf
https://github.com/interop-tokyo-shownet/shownet-icons
mailto:tomine%40interop-tokyo.net?subject=
mailto:ryo%40interop-tokyo.net?subject=
mailto:jj1wtl%40jarl.com?subject=


THE INTERNET PROTOCOL JOURNAL

13

The IPv6 Transition
by Geoff Huston

T he state of the transition to IPv6 within the public Internet con-
tinues to confound us. RFC 2460[1], the first complete effort at 
a specification of the IPv6 protocol, was published in December 

1998, more than 25 years ago. The entire point of IPv6 was to specify 
a successor protocol to IPv4 because of the prospect of running out of 
IPv4 addresses. Yet while the public Internet ran out of IPv4 addresses 
more than a decade ago, the contrary observation is that this network 
platform is still largely sustained through its use of IPv4. The tran-
sition of the public Internet to the IPv6 protocol has been going on 
for 25 years now, and if there were any urgency to be instilled in the 
transition effort by the prospect, and then the reality, of IPv4 address 
exhaustion, then we’ve been living with exhaustion a very long time 
now, and we’re largely inured to it. It’s probably time to ask the ques-
tion again: How much longer will this transition to IPv6 take?

At APNIC Labs[0] we’ve been measuring the uptake of IPv6 for more 
than a decade now. We use a measurement approach that looks at the 
network from the perspective of the Internet user base. What we mea-
sure is the proportion of users who can reach a published service when 
the only means to do so is by using IPv6. The data is gathered using a 
measurement script embedded in an online ad, and the ad placements 
are configured to sample a diverse collection of end users continually. 

Figure 1 displays the IPv6 adoption report showing our measurements 
of IPv6 adoption across the Internet user base from 2014 to 2024.

Figure 1: IPv6 Adoption – 2014 to 2024. (APNIC Labs Data)

On the one hand, Figure 1 is one of those classic “up and to the right” 
Internet curves that shows continues growth in the adoption of IPv6. 
The problem is in the values in the scale of the Y-axis. The issue here is 
that in 2024 we were at a level where only a little more than one-third 
of the Internet user base could access an IPv6-only service. Everyone 
else, now in 2025, is still in an IPv4-only Internet.

https://www.rfc-editor.org/rfc/rfc2460
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This situation appears to be completely anomalous. It’s been more than 
a decade since the supply of “new” IPv4 addresses was exhausted, 
and the Internet has not only been running on empty, but also is now 
tasked to span an ever-increasing collection of connected devices—and 
it has achieved this feat without collapsing. In late 2024 it is variously 
estimated (or guessed!) that some 20 billion devices used the Internet, 
yet the Internet IPv4 routing table encompasses only some 3.03 billion 
unique IPv4 addresses. The original “end-to-end” architecture of the 
Internet assumed that every device was uniquely addressed with its 
own IP address, yet the Internet is now sharing each individual IPv4 
address across an average of 6 devices, and apparently it all seems to be 
working! If “end-to-end” was the sustaining principle of the Internet 
architecture in the 1980’s, then as far as the current users of IPv4-
based access and services across the public Internet are concerned, it’s 
all over!

IPv6 was meant to address these issues, and the 128-bit wide address 
fields in the protocol have sufficient address space to allow every con-
nected device to use its own unique address. The design of IPv6 was 
intentionally very conservative. To a first level of approximation IPv6 
is simply “IPv4 with bigger addresses.” There are also some changes 
to fragmentation controls, the address acquisition protocols [Address 
Resolution Protocol (ARP) vs. Neighbour Discovery], and the IP 
Options fields, but the upper-level transport protocols are unchanged. 
IPv6 was intended to be a largely invisible change to a single level in 
the protocol stack, and definitely not intended to be a massive shift to 
an entirely novel networking paradigm.

In the sense of representing a very modest incremental change to IPv4, 
the IPv6 design achieved its objective, but in so doing it necessarily 
provided little in the way of any marginal improvement in protocol use 
and performance. IPv6 was no faster, no more versatile, no more secure 
than IPv4. The major benefit of IPv6 was to mitigate the future risk of 
IPv4 address exhaustion. In terms of conventional market operations, 
many markets, including that of the Internet, apply a hefty discount 
factor to future risk. The result is that the level of motivation to under-
take this transition is highly variable given that the expenditure to 
deploy this second protocol does not immediately realize tangible ben-
efits in terms of lower cost, greater revenue, or greater market share. In 
a networking context where market-based coordination of individual 
actions is essential, a level of diversity of views of the net value of 
running a dual-stack network often leads to reluctance on the part of 
individual actors and sluggish progress of the common outcome of the 
transition. As a result, there is no common sense of urgency.

To illustrate this fact, we can look at the time series shown in Figure 
1 and ask the question: “If the growth trend of IPv6 adoption con-
tinues at its current rate, how long will it take for every device to be 
IPv6-capable?”

IPv6 Transition continued
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Asking this question is the same as looking at a linear trend line placed 
over the data series used in Figure 1 for the date when this trend line 
reaches 100%. Using a least-squares best fit for this data set from 
January 2020 to the present day, and using a linear trend line, we can 
come up with Figure 2. 

This exercise predicts that we’ll see completion of this transition in late 
2045, or some 20 years into the future. It must be noted that there is 
no deep modelling of the actions of various service providers, consum-
ers, and network entities behind this prediction. The only assumption 
that drives this prediction is that the forces that shaped the immediate 
recent past are unaltered when looking into the future. In other words, 
this exercise simply assumes that “tomorrow is going to be a lot like 
today.”

Figure 2: IPv6 Adoption – Projection.

The projected date in Figure 2 is less of a concern than the observation 
that this model predicts a continuation of this transition for a further 
two decades. If the entire concept of IPv6 was to restore a coherent 
address plan across the collection of Internet-connected devices, then 
placing this model of coherent unique device addressing in abeyance for 
some 30 years, from around 2015 through to 2045, leads to question-
ing the role and value of such a unique device addressing framework 
in the first place! If we can operate a fully functional Internet without 
such a coherent end-device address architecture for three decades, why 
would we feel the need to restore address coherence at some point in 
the future? What’s the point of IPv6 if it’s not address coherence? 

Something has gone very wrong with this IPv6 transition, and that’s 
what I will examine in this article.

A Little Bit of History
By 1990 it was clear that IP had a problem. The Internet was still tiny 
at the time, but the growth patterns were exponential, doubling in 
size every 12 months. We were stressing out the pool of Class B IPv4 
addresses, and in the absence of any corrective measures this address 
pool would be fully depleted in 1994 (Figure 3).
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Frank Solensky presented predictions at the 18th meeting of the Internet 
Engineering Task Force (IETF)[10].

Figure 3: IPv4 Depletion Predictions, Frank Solensky.

We were also placing pressure on the routing system at the time. The 
deployed routers in 1992 had only enough memory to support a fur-
ther 12 to 18 months of routing growth. The combination of these 
routing and addressing pressures was collectively addressed in the 
IETF at the time under the umbrella of the ROAD effort, as described 
in RFC 1380[2].

There was a collection of short-, medium- and longer-term responses 
that were adopted in the IETF to address the problem. In the short 
term, the IETF dispensed with the class-based IPv4 address plan and 
instead adopted a variably sized address prefix model. Routing pro-
tocols, including the Border Gateway Protocol (BGP), were quickly 
modified to support these classless address prefixes. Variably sized 
address prefixes added additional burdens to the address-allocation 
process, and in the medium term the Internet community adopted the 
organisational measure of the Regional Internet Registry (RIR) struc-
ture to allow each region to resource the increasingly detailed operation 
of address-allocation and registry functions for their region. These 
measures increased the specificity of address allocations and provided 
the allocation process with a more exact alignment to determine ade-
quate resource allocations that permitted a more diligent application 
of relatively conservative address-allocation practices. These measures 
realized a significant increase in address usage efficiency. The concept 
of “address sharing” using Network Address Translation (NAT)[3] also 
gained some traction in the Internet Service Provider (ISP) world. Not 
only did NATs dramatically simplify the address administration pro-
cesses in ISPs, they also played a major role in reducing the pressures 
on overall address consumption.

IPv6 Transition continued
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The adoption of these measures across the early 1990’s pushed a 
2-year imminent crisis into a more manageable decade-long scenario 
of depletion. However, they were not considered to be a stable long-
term response. It was thought at the time that an effective long-term 
response really needed to extend the 32-bit address field used in IPv4. 
Then the transition from mainframe to laptop was well underway in 
the computing work, and the prospect of further reductions in size and 
expansion of deployment in smaller embedded devices was clear. An 
address space of 4 billion was just not large enough for what was likely 
to occur in the coming years in the computing world.

But in looking at a new network protocol with a vastly increased 
address space, the IETF realized that any such change would not be 
backward-compatible with the installed base of IPv4 systems. As a 
result, there were a few divergent schools of thought as to what to 
do. One approach was to jump streams and switch over to use the 
Connectionless Transport profile of the Open Systems Interconnection 
(OSI) Protocol Suite and adopt OSI Network Service Access Point 
Address (NSAP) addresses along the way. Another was to change as 
little as possible in IP except the size of the address fields. And numer-
ous ideas were thrown about in the area of proposing significant 
changes to the IP model.

By 1994 the IETF had managed to settle on the minimal change 
approach, which was IPv6. The address field was expanded to 128 
bits, a Flow ID field was introduced, fragmentation behaviour was 
altered and pushed into an optional header, and ARP was replaced 
with multicast.

The main thing to note was that IPv6 did not offer any new function-
ality that was not already present in IPv4. It did not introduce any 
significant changes to the operation of IP. It was just IP with larger 
addresses.

Transition
While the design of IPv6 consumed a lot of attention at the time, the 
concept of transition of the network from IPv4 to IPv6 did not. 

Given the runaway adoption of IPv4, there was a naive expectation 
at that time that IPv6 would similarly just take off, and there was no 
need to give the transition much thought. In the first phase, we would 
expect to see applications, hosts, and networks adding support for 
IPv6 in addition to IPv4, transforming the Internet into a dual-stack 
environment. In the second phase we could then phase out support for 
IPv4. The expectation was that the process would take a few years.

This plan had numerous problems. Perhaps the most serious one was 
a resource-allocation problem. The Internet was growing extremely 
quickly, and most of our effort was devoted to keeping pace with 
demand. More users, more capacity, larger servers, more content and 
services, more responsive services, more security, better defence. All of 
these factors shared a common theme: scale.
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We could either concentrate our resources on meeting the incessant 
demands of scaling, or we could work on IPv6 deployment. The short- 
and medium-term measures that we had already taken had addressed 
the immediacy of the problems of address depletion, so in terms of 
priority, scaling was a for more important priority for the industry 
than IPv6 transition. Through the decade from 1995 to 2005 the case 
for IPv6 quietly slumbered in terms of mainstream industry attention.

IPv4 addresses were still available, and the use of Classless Inter-
Domain Routing (CIDR) and far more conservative address-allocation 
practices had pushed the prospect of IPv4 address depletion out by 
more than a couple of decades. Many more pressing operational and 
policy issues for the Internet absorbed the industry’s collective atten-
tion in those days. 

However, this period of respite was brief. The scaling problem acceler-
ated by a whole new order of magnitude in the mid 2000’s with the 
introduction of the iPhone and its brethren[4]. Suddenly this scale prob-
lem was not just of the order of tens or even hundreds of millions of 
households and enterprises, it transformed into a problem of billions 
of individuals and their personal devices, and it added mobility into 
the mix. As a taste of a near-term future, the production scale of these 
“smart” devices quickly ramped up into annual volumes of hundreds 
of millions of units. The entire reason why IPv6 was a necessity was 
coming into fruition, but at this stage we were just not ready to deploy 
IPv6 in response. Instead, we rapidly increased our consumption of 
the remaining pools of IPv4 addresses and we supported the first wave 
of large-scale mobile services with IPv4. Dual stack was not even an 
option in the mobile world at the time. The rather bizarre economics 
of financing 3G infrastructure meant that dual-stack infrastructure in 
a 3G platform was impractical, so IPv4 was used to support the first 
wave of mobile services. This situation quickly turned to IPv4 and 
NATs as the uptake of mobile services gathered momentum.

At the same time the decentralised nature of the Internet was ham-
pering IPv6 transition efforts. What point was there in developing 
application support for IPv6 services if no host had integrated IPv6 
into its network stack? What point was there in adding IPv6 to a host 
networking stack if no ISP was providing IPv6 support? And what 
point was there for an ISP to deploy IPv6 if no hosts and no applica-
tions would use it? In terms of IPv6 at this time, nothing happened.

The operating-system sector made the first efforts to try to break this 
impasse of mutual dependence, and fully functional IPv6 stacks were 
added to the various flavours of Linux, Windows, and MacOS, as well 
as in the mobile host stacks of iOS and Android.

But even these implementations were not enough to allow a transition 
to achieve critical momentum. It could be argued that this situation 
made the IPv6 situation worse and set back the transition by some 
years.

IPv6 Transition continued
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The problem was that with IPv6-enabled hosts there was some desire 
to use IPv6, but these hosts were isolated “islands” of IPv6 sitting in an 
ocean of IPv4. The concentration of the transition effort then fixated 
on various tunnelling methods to tunnel IPv6 packets through the IPv4 
networks (Figure 4). While you can perform this tunnelling manually 
when you have control over both tunnel endpoints, this approach was 
not that useful. What we wanted was an automated tunnelling mecha-
nism that took care of all these details.

Figure 4: Phase 1 of the IPv6 Transition.

The first such approach that gathered some momentum was 6to4[5]. 
The first problem with 6to4 was that is required public IPv4 addresses, 
so it could not provide services to IPv6 hosts that were behind a NAT. 
The more critical problem was that firewalls had no idea how to han-
dle these 6to4 packets, and the default action when in doubt is to 
deny access. So 6to4 connections encountered an average of a 20 to  
30% failure rate in the public Internet, making it all but unusable as a 
mainstream service. The NAT traversal issue was also a problem, so a 
second auto-tunnel mechanism was devised that performed NAT sens-
ing and traversal. This mechanism, Teredo[6], was even worse in terms 
of failure rates, and some 40% of Teredo connection attempts were 
observed to fail[7].

Not only were these Phase 1 IPv6 transition tools extremely poor 
performers, as they were so unreliable, but even when they worked 
the connection was both fragile and slower than IPv4. The result was 
perhaps predictable, even if unfair. It was not just the transition mech-
anisms that were viewed with disfavour, but IPv6 itself also attracted 
some opprobrium.

Up until around 2011 IPv6 was largely ignored as a result in the main-
stream of the public Internet. A small number of service providers tried 
to deploy IPv6, but in each case they found themselves with a unique 
set of challenges that they and their vendors had to solve, and without 
a rich set of content and services on IPv6, the value of the entire exer-
cise was highly dubious! So, nothing much happened.
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Movement at Last!
It wasn’t until the central IPv4 address pool that the Internet Assigned 
Numbers Authority (IANA) managed was depleted at the start of 
2011, and the first RIR, APNIC, ran down on its general allocation 
pool in April of that year, that the ISP industry started to pay more 
focussed attention to this IPv6 transition.

At around the same time, the mobile industry commenced its transition 
into 4G services. The essential difference between 3G and 4G was the 
removal of the Point-to-Point Protocol (PPP) tunnel through the radio 
access network from the gateway to the device and its replacement 
by an IP environment. This solution allowed a 4G mobile operator to 
support a dual-stack environment without an additional cost compo-
nent, and it was a major enabler for IPv6. Mapping IPv4 into IPv6 (or 
the reverse) is fragile and inefficient for service providers as compared 
to native dual stack. In the 6-year period from 2012 to the start of 
2018, the level of IPv6 deployment rose from 0.5 to 17.4%. At this 
stage IPv6 was no longer predominately tunnelled, as many networks 
supported IPv6 in native node (Figure 5).

Figure 5: Phase 2 of the IPv6 Transition.

The problem here was that we were late with this phase of the transi-
tion. The intention of this transition was to complete the work and 
equip every network and host with IPv6 before we ran out of IPv4 
addresses (Figure 6).

The position we had arrived at by 2012 was far more challenging. The 
pools of available IPv4 address space were rapidly depleting, and the 
regional address policy communities were introducing highly conser-
vative address-allocation practices to eke out the remaining address 
pools. At the same time the amount of IPv6 uptake was minimal. The 
transition plan for IPv6 was largely broken (Figure 7).

IPv6 Transition continued
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NATs and Address Scarcity Pressures
At this point there was no choice for the Internet, and to sustain 
growth in the IPv4 network while we were waiting for IPv6 to gather 
momentum we turned to NATs. NATs were a challenging subject for 
the IETF. The entire concept of coherent end-to-end communications 
was to eschew active middleware such as NATs in the network. NATs 
created a point of disruption in this model, thereby causing a critical 
dependency upon network elements. They removed elements of net-
work flexibility from the network and at the same time reduced the set 
of transport options to the Transmission Control Protocol (TCP) and 
User Datagram Protocol (UDP).

The IETF resisted any efforts to standardise the behaviour of NATs, 
fearing perhaps that standard specifications of NAT behaviour would 
bestow a legitimacy on the use of NATs, an outcome that many IETF 
participants were very keen to avoid.

Figure 6: The IPv6 Transition Plan.

Figure 7: The IPv6 Transition Plan in 2012.
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This aversion did not reduce the level of impetus behind NAT deploy-
ment. We had run out of IPv4 addresses and IPv6 was still a distant 
prospect, so NATs were the most convenient solution. What this action 
did achieve was to create a large variance of NAT behaviours[15] in 
various implementations, particularly with respect to UDP behaviours. 
This situation has exacted a cost in software complexity where an 
application needs to dynamically discover the type of NAT (or NATs) 
in the network path if it wants to perform anything more complex 
than a simple two-party TCP connection.

Despite these issues NATs were a low-friction response to IPv4 address 
depletion, where individual deployment could be undertaken with-
out incurring external dependencies. On the other hand, deployment 
of IPv6 was dependant on other networks and servers also deploying 
IPv6. NATs made highly efficient use of address space for clients, as not 
only could a NAT use the 16-bit source port field, but by time-sharing 
the NAT binding, NATs achieved an even greater level of address effi-
ciency. A major reason why we’ve been able to sustain an Internet with 
tens of billions of connected devices is through the widespread use of 
NATs.

Server architectures were also changing. The introduction of Transport 
Layer Security (TLS)[8] into the web-server world included a point in 
TLS session establishment where the client informs the server platform 
the name of the service that it intends to connect to. Not only did 
this information allow TLS to validate the authenticity of the service 
point, but it also allowed a server platform to host an extremely large 
collection of services from a single platform (and a single platform IP 
address) and perform individual service selection via this TLS Server 
Name Indication (SNI). The result is that server platforms perform 
service selection by name-based distinguishers [Domain Name System 
(DNS) names] in the session handshake, allowing a single server plat-
form to serve large numbers of individual servers. The implications of 
the widespread use of NATs and the use of server sharing in service plat-
forms has taken the pressure off the entire IPv4 address environment. 

One of the best ways to illustrate the changing picture of address scar-
city pressure in IPv4 is to look at the market price of address transfers 
over the past decade. Scarcity pressure is reflected in the market price. 
Figure 8 shows a time series of the price of traded IPv4 addresses.

The period of the COVID outbreak coincided with a rapid price esca-
lation over 2021, but the price has since declined to between $30 and 
$40 per address, and this price, admittedly over a $16 range from 
$26 to $42 per address, was stable across 2024. This price data indi-
cates that IPv4 addresses were still in demand in 2024, but the level of 
demand appears to have equilibrated against available levels of supply, 
implying that there was no scarcity premium in evidence in the address 
market in 2024. This data points to the combination of the efficacy 
of NATs in extending the efficiency of IPv4 addresses by using the 16 
bits of port address space plus the additional benefits of using shared 
address pools.

IPv6 Transition continued
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Figure 8: Market Prices of IPv4 Address Transfers. (Data from Hilco Streambank)

However, it’s not just IPv4 that has alleviated the scarcity pressure for 
IPv4 addresses. Figure 1 indicates that over the past decade the level 
of IPv6 adoption has risen to encompass some 40% of the user base 
of the Internet. Most applications, including browsers, support Happy 
Eyeballs[9], which is a shorthand notation for preferring to use IPv6 
over IPv4 if both protocols are available for use in support of a service 
transaction. As network providers roll out IPv6 support, the pressure 
on their IPv4 address pools for NAT use is relieved because the appli-
cations prefer to use IPv6 where available.

How Much Longer?
Now that we are somewhere in the middle of this transition, the ques-
tion is: How much longer is this transition going to take?

This question seems simple, but it does need a little more elucidation. 
What is the “end point” when we can declare the transition to be 
over? When will this transition be “complete”? Is it the time when 
the Internet has no more IPv4-based traffic? Or is it the time when the 
Internet no longer requires IPv4 in public services? Or do we mean 
the point when IPv6-only services are viable? Or perhaps we should 
look at the market for IPv4 addresses and define the endpoint of this 
transition at the time when the price of IPv4 addresses completely col-
lapses? Perhaps we can take a more pragmatic position here and rather 
than looking for completion as the point when the Internet is com-
pletely bereft of all use of IPv4 addresses and their use, we could define 
“completion” as the point when use of IPv4 is no longer necessary. 
The implication would be that when a service provider can operate 
a viable Internet service using only IPv6 and having no supported 
IPv4 access mechanisms at all, then we would have completed this 
transition.
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What is the implication? Certainly, the ISP needs to provide IPv6. But 
all the connected edge networks and the hosts in these networks need 
to support IPv6 as well. After all, the ISP has no IPv4 services at this 
point of completion of the transition. It also implies that all the services 
the clients of this ISP use must be accessible over IPv6. Yes, this acces-
sibility includes all the popular cloud services and cloud platforms, all 
the content streamers, and all the content-distribution platforms. It 
also includes specialised platforms such as Slack, Xero, Atlassian, and 
similar platforms. The data published at the Internet Society’s Pulse 
page[11] reports that only some 47% of the top 1000 web sites are 
reachable over IPv6, so clearly a lot of service platforms have work to 
do, and this work will take more time.

When we look at the IPv6 adoption data for the United States, another 
somewhat curious anomaly is evident (Figure 9).

Figure 9: IPv6 Adoption in the US - 2014 to 2024. (APNIC Labs Data)

The data shows that the level of IPv6 use in the US has remained con-
stant since mid-2019. Why is there no further momentum to continue 
with the transition to IPv6 in this part of the Internet? I would offer the 
explanation that the root cause is a fundamental change in the archi-
tecture of the Internet.

Changes to the Internet Architecture
The major change to the Internet architecture is a shift away from 
a strict address-based architecture. Clients no longer need to use a 
persistent unique public IP address to communicate with servers and 
services. And servers no longer need to use a persistent unique pub-
lic IP address to provide clients with access to the service or content. 
Address scarcity takes on an entirely different dimension when unique 
public addresses are not required to number every client and every 
distinct service.

Some of the clues that show the implications of this architectural shift 
are evident when you look at the changes in the internal economy of 
the Internet. The original model of IP was a network protocol that 
allowed attached devices to communicate with each other.

IPv6 Transition continued
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The network providers supplied the critical resource to allow clients to 
consume content and access services. At the time the costs of the net-
work service dominated the entire cost of the operation of the Internet, 
and in the network domain distance was the dominant cost factor.

Network providers who offered distance services (so-called “transit 
providers”) were the dominant ones. Little wonder that we spent a lot 
of our time working through the issues of interconnection of network 
service providers, customer/provider relationships, and various forms 
of peering and exchanges. The ISPs were in effect brokers in the ration-
ing of the scarce resource of distance capacity. This economy was a 
classic network economy (Figure 10).

For many years the demand for communications services outstripped 
available inventory, and price was used as a distribution function to 
moderate demand against available capacity. However, everything 
changed because of the effects of Moore’s Law consistently changing 
the cost of computing and communications.

The most obvious change has been in the count of transistors in a sin-
gle integrated circuit. Figure 11 shows the transistor count over time 
since 1970.

The latest production chips at the end of 2024 were the Apple M3, a 
3nm chip with up to 92 billion transistors. With perhaps the possible 
exception of powering AI infrastructure, these days processing capa-
bility is an abundant and cheap resource.	

This continual refinement of integrated-circuit production techniques 
affects the size and unit cost of storage (Figure 12). While the speed of 
memory has been relatively constant for more than a decade, the unit 
cost of storage has been dropping exponentially for many decades. 
Storage is also an abundant resource.

These changes in the capabilities of processing have also profoundly 
affected communications costs and capacities. The constraining factor 
in fibre communications systems is the capabilities of the digital sig-
nal processors and the modulators. As silicon capabilities improve, it’s 
possible to improve the signal-processing capabilities of transmitters 
and receivers, which allows for a greater capacity per wavelength on a 
fibre circuit (Figure 13).

Figure 10: The Classic Network Economy.
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Figure 11: Transistor Count over Time[12]. 

This change from scarcity to abundance in processing, storage, and 
transmission capacity has had a profound impact on the service model 
of the Internet. The model has changed from an on-demand pull to a 
just-in-case model of pre-provisioning. These days we load replicas of 
content and services close to the edge of the network where the users 
are located and attempt to deliver as much of the content and service as 
possible from these edge points of presence to the users in the adjacent 
access networks. These changes in the underlying costs of processing 
and storage have provided the impetus for the expansion of various 
forms of Content Distribution Networks (CDNs), which now serve 
almost the entirety of Internet content and services. These expansions 
have allowed us to eliminate the factor of distance from the network, 
and most network transactions occur over short spans.

The overall result of these changes is the elimination of distance in 
pushing content and services to clients. We are able to exploit the 
potential capacity in 5G mobile networks without the inefficiencies of 
operating the transport protocol over a high-delay connection. Today’s 
access networks operate with greater aggregate capacity, and the close 
proximity of service-delivery platform and client allow transport pro-
tocols to use this capacity, as transport sessions that operate over a 
low-latency connection are also far more efficient. Service interactions 
across shorter distances using higher-capacity circuitry results in a 
much faster Internet!

IPv6 Transition continued
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Figure 12: Computer Memory and Storage Unit Costs over Time[13].

Figure 13: Fibre Capacity over Time[14].
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IPv6 Transition continued

In addition to being bigger and faster, this environment of abundant 
communications, processing, and storage capacity is operating in an 
industry that enjoys significant economies of scale. And much of this 
environment is funded by capitalising a collective asset that is infea-
sible to capitalise individually, namely the advertisement market. The 
result of these changes is that a former luxury service accessible to just 
a few has been transformed into an affordable mass-market commod-
ity service available to all.

However, it’s more than just bigger, faster, and cheaper. This shift into 
abundance of basic inputs for the digital environment has changed the 
economics of the Internet as well. The role of the network as the arbi-
ter of the scarce resource of communication capability has dissipated. 
In response, the economic focus of the Internet economy has shifted up 
the protocol stack to the level of applications and services (Figure 14).

Figure 14: The Transformation of the Network Economy.

Now let’s return to the situation of the transition to IPv6. It is left to 
networks and network operators to make the investments to switch to 
a dual-stack platform initially (and then ultimately to remove support 
for IPv4). But this change is really not visible, or even crucial, to the 
content or service world. If IPv4 and NATs perform the carriage func-
tion adequately, then there is no motivation for the content and service 
operators to pay a network a premium to have a dual-stack platform.

It’s domain names that operate as service identifiers, it’s domain names 
that underpin the users’ tests of authenticity of the online service, and 
it’s the DNS that increasingly is used to steer users to the “best” service-
delivery point for content or service. From this perspective addresses, 
IPv4 or IPv6, are not the critical resource for a service and its users. 
The “currency” of this form of CDN networking is names.

So where are we in 2025? Today’s public Internet is largely a service-
delivery network using CDNs to push content and service as close to 
the user as possible. The multiplexing of multiple services onto under-
lying service platforms is an application-level function tied largely to 
TLS and service selection using the SNI field of the TLS handshake. 
We use the DNS to perform “closest match” service platform selection. 
It’s the objective of a CDN to directly attach to the access networks 
where its users are located, and the result is a BGP routing table inside 
the CDN with an average Autonymous System (AS) Path Length that 
is intended to converge to 1!
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From this respect the DNS has supplanted the role of routing! We may 
not route “names” in today’s Internet, but it is certainly operating in a 
way that is largely isomorphic to such a named data network.

This architectural change has a few additional implications for the 
Internet. TLS, like it or not (and there is much to criticise about the 
robustness of TLS), is the sole underpinning of authenticity in the 
Internet. Domain Name System Security Extensions (DNSSEC) has 
not gathered much momentum to date. The protocol is too complex, 
too fragile, and just too slow to use for most services and their users. 
Some value its benefits highly enough that they are prepared to live 
with its shortcomings, but that’s not the case for most name hold-
ers and most users, and no amount of passionate exhortations about 
DNSSEC will change this situation! It supports the view that it’s not 
the mapping of a name to an IP address that’s critical. What is critical is 
that the named service can demonstrate that it operated by the owner 
of the name. Secondly, Resource Public Key Infrastructure (RPKI), the 
framework for securing information being passed in the BGP routing 
protocol, is really not all that useful in a service network where there 
is no routing!

The implication of these observations is that the transition to IPv6 
is progressing very slowly not because this industry is chronically 
stupid or short-sighted—something else is going on here. IPv6 alone 
is not critical to a large set of end-user service-delivery environments. 
We’ve been able to take a 1980’s address-based architecture and scale 
it more than a billion-fold by altering the core reliance on distinguisher 
tokens from addresses to names. There was no real lasting benefit in 
trying to leap across to just another 1980’s address-based architec-
ture (with only a few annoyingly stupid differences, apart from longer 
addresses!).

Where are we heading in the longer term? We are pushing everything, 
including value itself, out of the network and over to applications. 
Transmission infrastructure is becoming an abundant commodity. 
Network-sharing technology (multiplexing) is decreasingly relevant. 
We have so much network and computing resources available to us 
that we no longer have to take consumers to service-delivery points. 
Instead, we are taking services towards consumers and using the 
content frameworks to replicate servers and services. With so much 
computing and storage, the application is becoming the service, rather 
than just a window to a remotely operated service.

If that’s the case, then will networks matter anymore? The last couple 
of decades have seen us stripping out network-centric functionality 
and replacing it with an undistinguished commodity packet-transport 
medium. It’s fast and cheap, but it’s up to applications to overlay this 
common basic service with their own requirements. As we push these 
additional functions out to the edge and ultimately off the network 
altogether, we are left with simple dumb packet pipes!
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You could argue that this situation is nothing new, and it’s a continu-
ation of the disruption that the Internet itself brought to bear on the 
predecessor telephone network infrastructure. The Internet architec-
ture shifted functionality out of the core of the network and replaced 
synchronous real-time end-to-end virtual circuits with an extremely 
basic data packet-delivery service where networks were permitted to 
drop, duplicate, reorder, and re-time these packets in flight across the 
network. 

It was left to the control functions that were embedded in the attached 
devices (such as the TCP protocol, for example) to create a functional, 
reliable, end-to-end communications service model. Internet hosts 
valued a network only to the level of a basic (and imperfect) packet-
delivery service. Clients of a network were unwilling to pay a price 
premium for network-level services that were already being provided 
by the edge devices.

The result is a diminished network, dramatically reduced in both role 
and value. This diminished role impairs network operators to raise 
additional revenue through augmented services, whether it’s through 
variable service responses through Quality of Service (QoS) responses 
or even as basic as IPv6 protocol support.

At this point it’s useful to ask: What “defines” the Internet? Is the 
classic response, namely: “A common shared transmission fabric, a 
common suite of protocols, and a common protocol address pool” 
still relevant these days? Or is today’s network more like: “A disparate 
collection of services that share common referential mechanisms using 
a common name space?”

When we think about what’s important to the Internet these days, is 
the choice of endpoint protocol addressing really important? Is univer-
sal unique endpoint addressing a 1980’s concept whose time has come 
and gone? If network transactions are localised, then what is the resid-
ual role of unique global endpoint addressing for clients or services? 
And if we cannot find a role for unique endpoint addressing, then why 
should we bother? Who decides when to drop this concept? Is this a 
market function, so that a network that uses local addressing can oper-
ate from an even lower cost base to gain a competitive market edge? 
Or are carriage services so cheap already that the relative benefits in 
discarding the last vestiges of unique global addresses are so small that 
it’s just not worth bothering about? 

And while we ponder such questions, what is the role of referential 
frameworks in networks? Without a common referential space, how 
do we usefully communicate? What do we mean by “common” when 
we think about referential frameworks? How can we join the “fuzzy” 
human language spaces with the tightly constrained deterministic com-
puter-based symbol spaces?

Certainly, there is much to think about here!

IPv6 Transition continued
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And where does this situation leave the transition to IPv6? 

I suspect that the dual-stack world we’re in is a world we will be stuck 
in for quite some time. There seems to be no appetite to resolve this 
situation by completing the transition any time soon, and absolutely 
no desire to back out and revert to a IPv4-only network. We are here 
now, caught in a partial state of transition to IPv6 that is taking on an 
unfortunate air of permanence! And as the preponderance of value in 
this environment continues to move up the protocol stack into service, 
content, and today generative content in the guise of AI, there is little 
continued capacity to place collective attention on questions that have 
been left unresolved for decades. 

It may well be that the question of when this IPv6 transition will end 
is a question that engenders decreasing levels of interest and attention 
in line with the larger picture of the decreasing relative economic value 
of the answer! Silicon abundance has enabled a few select content and 
service operators to privatise much of the former public communi-
cations platform, and in so doing they have managed to shrink the 
public Internet to a set of margins at the edges. That reality implies 
that the answer to the IPv6 transition question may soon be: “Who 
cares anyway?”

Disclaimer
The views in this article do not necessarily represent the views or posi-
tions of the Asia Pacific Network Information Centre.
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Book Review
The Real Internet Architecture: Past, Present, and Future Evolution, 
by Pamela Zave and Jennifer Rexford, Princeton University Press, 
ISBN 9780691255804, June 2024. 

The goal of this book is to present a better way to describe the architec-
ture of various networks, most notably the Internet. The initial portions 
of the book observe several deficiencies in how we both teach and talk 
about networks today. Most networking courses teach the bits and 
packets of the Internet, without a unifying framework. Networking 
papers suffer from “the lack of precise and consistent terminology.” 

The authors present an alternative architectural model, in the hopes 
it will help with these issues. The core building block of the model is 
a network, where a network is defined as having members (hardware 
and software dedicated to participating in the network), names for 
members and groups of members, links, topology, a single adminis-
trator, and the capacity to route sessions of information. Networks 
offer users a simple service, namely the ability to send and receive 
information.

Networks can be connected three different ways:

•	 Bridged Networks are peers. Obviously IEEE 802 Ethernet networks 
are bridged. In this model, so too are IP networks run by different 
administrators. The Internet is a bridged (versus routed) network.

•	 Layered Networks put one network on top of another. A Virtual 
Private Network (VPN) is its own network and is placed on top of a 
set of bridged IP networks. IP networks are layered on bridged link-
layer networks. As the examples illustrate, a network may be layered 
across multiple underlying (bridged) networks.

•	 Finally, there’s the case where a member in a VPN is engaged in 
a session with a member on a bridged IP network at the layer below 
the VPN. For that case, the authors repurpose the term subduction to 
describe interactions that cross layers.

This brief description summarizes a much richer conceptual framework 
in the book, but one can see that a large set of complex network inter-
actions are simplified by putting a box around large chunks, declaring 
those chunks individual networks (a VPN, an Ethernet, etc.), and then 
using bridging, layering, and subduction to put them together.

In most cases, the simplification is a relief. The complex interactions 
among a 5G network, VPNs, and the larger Internet to serve a web-
request on my phone become conceptually simpler. Similarly, tenant 
networks in data centers feel more tractable.
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Book Review continued

But sometimes the model falters. Treating a Hypertext Transfer 
Protocol (HTTP) session as its own network, as the book does, with a 
single point-to-point link as its topology, feels simplistic. It is also not 
at all clear who the single administrator of the HTTP session is (also 
an issue for some other networks described).

There are also some missed opportunities. I would suggest, in the 
authors’ model, that there are subductive control protocols, of which 
the Address Resolution Protocol (ARP) is probably the most notable, 
and that these protocols present distinct challenges not encountered by 
protocols that stay within their network box.

The book is a thought-provoking read. I would be surprised if it man-
aged to persuade many instructors to teach using its paradigms. I think 
a full textbook would be required to make that happen. At the same 
time, I think the notion of subduction as a way to reference the chal-
lenge of cross-boundary protocols may well catch on. 

—Craig Partridge
craig@tereschau.net

_______________________

Read Any Good Books Lately? 
Then why not share your thoughts with the readers of IPJ? We accept 
reviews of new titles, as well as some of the “networking classics.” In 
some cases, we may be able to get a publisher to send you a book for 
review if you don’t have access to it. For more information, contact us 
at ipj@protocoljournal.org

_______________________
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your new information. The subscription portal is located here:
https://www.ipjsubscription.org/

mailto:craig%40tereschau.net?subject=
mailto:ipj%40protocoljournal.org?subject=
http://ipj@protocoljournal.org
https://www.ipjsubscription.org/


THE INTERNET PROTOCOL JOURNAL

35

Fragments
JPNIC RPKI Guidelines Released
The Japan Network Information Center (JPNIC) has released a set 
of guidelines[1] aimed at mitigating unauthorized routing incidents on 
the Internet using Resource Public Key Infrastructure (RPKI) Route 
Origin Authorizations (ROA). These guidelines provide technical and 
operational recommendations to enhance the security and reliability 
of Internet routing. The objective of these guidelines is to promote the 
adoption of RPKI-based security measures. Targeting a broad audi-
ence that includes both managerial and engineering professionals in 
the ISP and network operations sectors, the document offers a struc-
tured approach to implementing and maintaining RPKI.

Developed with inputs from the Japanese Network Operators 
Group (JANOG), research from the Ministry of Internal Affairs and 
Communications cybersecurity initiatives, and expert consultations, 
the guidelines offer practical insights based on real-world deployment 
experiences.

The guidelines cover both organizational and technical aspects of 
RPKI implementation. They explain the business risks associated with 
unauthorized routes and highlight the importance of adopting RPKI 
to mitigate these threats. By understanding these risks, decision-mak-
ers can justify investment in RPKI and align their security strategies 
with industry best practices. For network operators, the guidelines 
offer step-by-step instructions on creating ROAs and deploying Route 
Origin Validation (ROV). These measures ensure that only legiti-
mate route announcements are propagated, reducing the risk of route 
hijacking and improving overall network security.

The guidelines also outline role-based measures for different types of 
network operators. IP holders are required to create ROAs and main-
tain consistency between their ROA records and routing information to 
prevent discrepancies. Autonomous System (AS) operators are encour-
aged to implement ROV to filter out invalid routes, strengthening the 
security of the global routing system. The guidelines include real-world 
configuration examples for routers and outline security measures for 
BGP beyond RPKI, ensuring that operators have practical resources to 
facilitate implementation.

Version 1 of the guidelines is available now in Japanese (translatable) 
in web and PDF formats and is supplemented with practical configura-
tion examples for ROV deployment on routers. JPNIC plans to update 
the guidelines regularly in collaboration with experts to incorporate 
evolving best practices and emerging threats and has also developed 
an online tool, rov-check[2], which allows network operators to verify 
whether their networks are effectively protected by ROV.

[1] https://www.nic.ad.jp/ja/rpki/guideline/

[2] https://rov-check.nic.ad.jp/en

https://www.nic.ad.jp/ja/rpki/guideline/
https://rov-check.nic.ad.jp/en
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Call for Papers

The Internet Protocol Journal (IPJ) is a quarterly technical publication 
containing tutorial articles (“What is...?”) as well as implementation/ 
operation articles (“How to...”). The journal provides articles about 
all aspects of Internet technology. IPJ is not intended to promote any 
specific products or services, but rather is intended to serve as an 
informational and educational resource for engineering profession-
als involved in the design, development, and operation of public and 
private internets and intranets. In addition to feature-length articles, 
IPJ contains technical updates, book reviews, announcements, opinion 
columns, and letters to the Editor. Topics include but are not limited to:

• Access and infrastructure technologies such as: Wi-Fi, Gigabit  
	 Ethernet, SONET, xDSL, cable, fiber optics, satellite, and mobile  
	 wireless.

• 	Transport and interconnection functions such as: switching,  
	 routing, tunneling, protocol transition, multicast, and performance.

•	 Network management, administration, and security issues, includ- 
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	 resource location, caching, client/server systems, distributed  
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• Application and end-user issues such as: E-mail, Web authoring,  
	 server technologies and systems, electronic commerce, and appli- 
	 cation management.

 • Legal, policy, regulatory and governance topics such as: copyright,  
	 content control, content liability, settlement charges, resource allo- 
	 cation, and trademark disputes in the context of internetworking. 

IPJ will pay a stipend of US$1000 for published, feature-length 
articles. For further information regarding article submissions, please 
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ole@protocoljournal.org or olejacobsen@me.com  
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