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F r o m  T h e  E d i t o r

Just over a year ago we relaunched The Internet Protocol Journal 
(IPJ) under a new funding model. Since that time we have published 
5 issues of IPJ, designed and implemented a new subscription sys-
tem, built a website, established new relationships with authors and 
contractors, and, most importantly, rebuilt our subscriber base with 
both previous and new subscribers. With some 15,000 print subscrib-
ers and 6,600 e-mail subscribers, we are recreating that all-important 
community that makes this publication unique. We’ve already received 
many messages of support and appreciation as well as suggestions for 
topics and article submissions. Please keep them coming! 

None of the work behind IPJ would be possible without the support 
of numerous individuals and organizations. If you or your company 
would like to sponsor IPJ, please contact us for further details. Our 
website at protocoljournal.org contains all back issues, subscrip-
tion information, a list of current sponsors, and much more. 

The general topic of Internet of Things (IoT) has received much atten-
tion in recent years. One way to explain IoT is to describe it as a 
large collection of Internet-aware sensors—such as the temperature 
sensor in a thermostat, and associated actuators—such as the elec-
tronic switch that turns your heating or air conditioning unit on or 
off. However, Internet-aware sensors can also be used to measure 
details about the Internet itself, and this is the idea behind the RIPE 
Atlas project, which is described in our main article in this issue.

Just as I was finishing writing this editorial, the American Registry 
for Internet Numbers (ARIN) issued the final IPv4 addresses in its 
free pool. If your organization has not yet deployed IPv6, now would 
be a good time to start the process. You will find many articles and 
pointers to further information about IPv6 in back issues of IPJ, all 
available from our website.

Another reminder that if you received a printed copy of this journal 
in the mail, you should also have received a subscription activation 
e-mail. If you didn’t receive such a message, it may be because we do 
not have your correct e-mail address on file. To update or renew your 
subscription, just send a message to ipj@protocoljournal.org and 
include your subscription ID. Your subscription ID is printed on the 
back of your journal.

—Ole J. Jacobsen, Editor and Publisher 
ole@protocoljournal.org
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RIPE Atlas: A Global Internet Measurement Network
by RIPE NCC Staff 

R IPE Atlas is a global Internet measurement network that 
provides an understanding of the state of the IP Layer in 
real time. Here we describe the functionality and design of 

RIPE Atlas, which collects information about Internet connectivity 
and reachability via thousands of measurement devices around the 
world. Then it makes this data available to everyone by measuring 
the Internet Protocol (IP) layer of the Internet with real packets, from 
anywhere, at any time, by everyone, and for the benefit of all.

• Real packets: RIPE Atlas measures the IP layer of the whole 
Internet—not just the last mile or the network of a single provider. 
It sends real packets and observes responses so it can directly mea-
sure the performance of the IP layer. RIPE Atlas does not focus 
on measuring applications, which run on top of the IP layer. RIPE 
Atlas is not an observer of metadata like Border Gateway Protocol 
(BGP) routing traffic; there is no need to make inferences from 
metadata. And it does not observe any user traffic, thus avoid-
ing many ethical concerns. RIPE Atlas supports five different types 
of measurements: ping, traceroute, Domain Name System (DNS), 
Secure Sockets Layer (SSL), and the Network Time Protocol (NTP).

• From anywhere: As of July 2015, RIPE Atlas comprises more than 
8,400 active vantage points globally. These vantage points are 
both small hardware devices called probes that volunteers connect 
to their home or business networks, and anchors, which are gen-
erally installed in data centres and act as both enhanced probes 
with more measurement capacity and regional measurement tar-
gets within the greater RIPE Atlas network. Currently, more than 
8,300 probes and 133 anchors are deployed in 173 countries and 
in 11% of all IPv6 Autonomous System Numbers (ASNs) and 6% 
of all IPv4 ASNs. Although this coverage is still far from “every-
where,” it is quite an extensive network—and the architecture 
allows for scaling up by another order of magnitude.

• At any time: Measurements can be started at any time from a cho-
sen subset of these devices and can be performed quickly, or they 
can be set up to run for weeks, months, or even years. This sce-
nario allows for both quick glances for troubleshooting purposes 
and deeper analyses of long-term trends. In order to make results 
comparable, we carefully control the experimental conditions.

• By everyone: RIPE Atlas was conceived to collaboratively build 
and share a huge measurement infrastructure, rather than building 
individual small ones for exclusive use. Everyone can contribute 
to RIPE Atlas by hosting a probe or anchor, by building tools to 
run measurements or analyse results, by providing sponsorship 
funding, or by helping us distribute probes to difficult-to-reach 
locations. Everyone contributing to RIPE Atlas can use the net-
work to run their own measurements from virtually all devices.
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• For all: RIPE Atlas data is openly available, and everyone can ben-
efit from the tools and analyses that others provide. By default, 
measurement specifications are open for inspection, and all results 
are accessible to everyone and can be accessed for many years. 
This continued accessibility means that anyone can reproduce 
experiments and analyses using RIPE Atlas data, and that is the 
only way to do real science; it fosters development and the shar-
ing of tools. Having all data openly available also allows others to 
reuse existing results. RIPE Atlas data consists of a large number 
of results from a large number of vantage points to a large number 
of destinations. The topology of the IP layer is far from flat or fully 
interconnected; thus, by design, the data contains a lot of informa-
tion about “core” parts of the IP layer. This information can be 
used to produce maps about the IP layer topology, and that is why 
we chose the name, RIPE Atlas.

In general, RIPE Atlas can be used to:

• Continuously monitor the reachability of a network or host from 
thousands of vantage points around the globe

• Investigate and troubleshoot reported network problems by con-
ducting ad hoc connectivity checks

• Test IPv6 connectivity

• Check the responsiveness of DNS infrastructure, such as root name 
servers 

• Execute measurements from a large number of vantage points for 
use in academic research

We describe specific use cases for RIPE Atlas data in more detail in 
the “Use Cases” section later in this article.

History and Funding
Before RIPE Atlas, the Réseaux IP Européens Network Coordination 
Centre (RIPE NCC) ran numerous other measurement platforms. 
RIPE Atlas replaced the older Test Traffic Measurement Service 
(TTM)[1], an active measurement tool geared towards optimising 
the use of transmission resources that was developed at a time when 
transmission capacity was much scarcer than it is now. In contrast, 
RIPE Atlas was developed for an environment where a stable and 
well-optimised network layer is more critical to the quality of service 
in the IP layer than squeezing the most out of scarce transmission 
resources.

The RIPE NCC[2] began developing RIPE Atlas in 2010 to complement 
its array of measurement and data-gathering tools[3] with membership-
supported funding. The RIPE NCC membership continues to fund 
the bulk of RIPE Atlas operations, expansion, and development. 
Many external sponsors also support RIPE Atlas financially. 
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Our focus on the IP layer of the entire Internet is very much in line 
with the needs of our members, mainly Internet Service Providers, 
who provide the bulk of the funding. In recent years, RIPE Atlas 
has been extended to measure numerous core services, such as the 
DNS, in addition to the IP layer. However, this added measurement 
does not affect our main focus. We are also committed to keeping all 
measurement data accessible for as long as possible so that this data 
can be used for future purposes and so that anything based on it can 
be independently verified at any time.

Use Cases
Since the beginning of RIPE Atlas, the network has produced inter-
esting data that everyone can use, regardless of whether or not they 
host a probe or anchor themselves. Over the last few years espe-
cially, the increased reach of the network has meant that researchers, 
operators, and other RIPE Atlas users have used RIPE Atlas data to 
debug network problems, analyse network behaviour, and conduct 
their own interesting research. Many useful visualisations have also 
been developed based on RIPE Atlas data. Here we list just a few 
examples:

• A group of researchers from Africa measured inter-domain rout-
ing to determine the best possible locations to establish Internet 
exchange points in the region.[4]

• A severe power outage and a variety of network outages were ana-
lysed and visualised, highlighting how the Internet routes around 
outages.[5, 6]

• Engineers from the Wikimedia Foundation and the RIPE NCC col-
laborated on a project to measure the latency of Wikimedia sites 
and improve performance for users worldwide.[7]

• Recently, the RIPE NCC developed a tool to analyse how much 
of a country’s local traffic actually leaves the country, and the role 
that Internet exchange points play in keeping traffic local.[8]

• A team of researchers investigated content-blocking incidents in 
Turkey and Russia, as well as outlining ethical considerations when 
using measurement networks that involve volunteers as hosts, and 
giving a comparative overview of RIPE Atlas and other measure-
ment networks.[9] 

RIPE Atlas users also produce useful and stunning visualisations that 
make it easier to grasp the results of RIPE Atlas measurements. For 
example, one network operator visualised the measurements collected 
by the local RIPE Atlas anchor, and was able to analyse the quality of 
the local connectivity and topology changes and help debug network 
problems.[10] CartoDB helped us visualise network outages and other 
interesting network behaviour based on RIPE Atlas.[11] RIPE Atlas 
also helps make geolocation data of Internet infrastructure more 
accurate over time. We started a crowd-sourcing project in which 
operators can specify the geolocation of servers and other equipment 
based on RIPE Atlas traceroute data.[12] 

RIPE Atlas  continued
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The first-ever RIPE Atlas Hackathon, held in March 2015, also 
produced a great variety of visualisations based on RIPE Atlas mea-
surement data, including visualised traceroute consistencies over 
time, a display connecting large-scale probe disconnections to Twitter 
feeds and weather data, and a map of probe data by country.[13]

Overall Design
We defined a few fundamental principles early on that influenced the 
system design: our choice to use dedicated hardware devices as van-
tage points, the ability to scale up, the distributed and collaborative 
nature of the deployment, and the related security considerations.

Hardware vs. Software Vantage Points
Even though it incurs measurable costs, we chose dedicated hard-
ware devices as vantage points for many reasons.

The hardware devices are “install and forget,” and in this sense they 
are not prone to disappearing after an operating system upgrade or 
a home router replacement, for example. They are easy to deploy 
because they act as just another device on the network, and after 
installation they can run uninterrupted, 24/7. Hardware probes also 
provide a well-defined environment, so the results are much more 
comparable than widely varying platforms. All in all, these condi-
tions support the goals of achieving datasets with long time series.

We also prefer to not assume responsibility for code that runs on 
host-provided systems. Any bug or vulnerability in a hardware probe 
does not affect or compromise another system. If necessary, a probe 
can easily be disabled by simply unplugging it.

The current generation of probes is well suited to support the func-
tionality of the system. At the moment, the probes are much more 
constrained by bandwidth limitations, which the hosts can impose 
themselves, rather than their CPU, memory, or storage capabilities.

Scalability and Resilience
At the time of RIPE Atlas’ conception, about 35,000 Autonomous 
Systems (ASs), were active on the Internet. If we wanted to have van-
tage points in all of them, account for some of them not being active 
all the time, and aim for some additional redundancy, we needed to 
plan for three devices in each network—leading to a rough approxi-
mation of 100,000 probes. Of course it’s naïve to think we can install 
a device in every single AS, plus bigger and geographically more dis-
tributed networks would require even more probes. But this number 
is very useful as a potential upper limit, and it served as a good base 
for the infrastructure design.

Having this scalability goal does not mean that we immediately 
deployed enough infrastructure components to handle the full 
load. The system is in constant evolution in terms of supporting the 
hardware infrastructure, the redundancy and scalability of critical 
components, and the software components we use.

RIPE Atlas  continued
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The scalability goal also pointed out early on the need for deploying 
controls on how the measurements and probes behave. Even with 
much lower deployed numbers, it’s not reasonable to run all mea-
surements on all probes all the time, so there is a need for controlling 
the amount, distribution, and scheduling of system resources. This 
need gave rise to numerous principles and components, like the credit 
system and the scheduler, which we describe in the next section.

The infrastructure is designed to operate in a distributed fashion. 
Most components have enough local knowledge to fulfill their role 
but don’t necessarily know about the state of the whole system or 
even other components. This setup makes it possible to operate most 
functions even in the case of a network split. For example, probes 
keep on executing measurements even if they are not connected to 
the infrastructure, and all components (including probes) buffer 
results in case the “next hop” in the result processing chain is 
unavailable. The communication protocols are designed such that 
they can handle temporary disruptions. In this sense the system is 
self-healing; assuming that infrastructure problems can eventually 
be resolved, the probes and the associated processing pipeline will 
eventually converge on a stable state and all buffered data will be 
delivered. The probes are also “headless” (they don’t have a console 
interface), and it’s essential for the system to be able to support this 
kind of recovery. 

Collaborative Approach and the Ecosystem
No global measurement network can grow beyond a trivial size with-
out relying on collaborators and fostering an interested community 
around it.

Our approach is relatively simple: we ask network operators and 
users to help us reach new networks and deploy probes in them. 
By installing a probe in a network that previously didn’t contain 
any, probe hosts increase the number of vantage points and allow 
RIPE Atlas to execute measurements from this new network. Beyond 
contributing to the larger network, probe hosts also enjoy tangible 
benefits:

• By keeping the probe active, the host accumulates “credits,” a 
form of currency they can use to perform their own customised 
measurements using the RIPE Atlas network.

• As soon as a probe becomes active, it starts a set of “built-in” mea-
surements that can point out potential local issues with the host’s 
network.

• Probe hosts can use the credits they earn to execute measurements 
using any probe in the network, with numerous rules that regulate 
the use of these resources, as described later in this article.

The costs for measurements are determined such that they are pro-
portional to the complexity of the measurement, the amount of traffic 
generated, and a few other factors that depend on the specific mea-
surement type. 
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We also impose a daily limit on the number of credits that users can 
spend, the number of measurements each user can run, and the num-
ber of probes they can use in these measurements. The purpose of the 
credit system and these constraints is to prevent abuse and overload 
of the system itself or of popular measurement targets. However, a 
lack of credits should not prevent any reasonable use of RIPE Atlas. 
Credits can be transferred between users, and we provide additional 
credits for tool developers and specific measurement campaigns. 

Security Considerations
Since the very idea of RIPE Atlas is to send and receive network traf-
fic from vantage points across the globe, security and reliability have 
been very important from the beginning of the project.

In order to reduce the attack surface of the probes, we decided to make 
them as closed as possible. They don’t offer any services that users or 
programs can connect to (in the TCP/IP sense). Instead, they make 
only outgoing connections, both towards the RIPE Atlas infrastruc-
ture and for measurements. They also don’t share any authentication 
tokens among each other; each probe has its own key that it uses to 
authenticate itself to the infrastructure. Of course, since the probes 
are physically in the hands of hosts, it’s virtually impossible to make 
them resilient to tampering or disassembly, but these actions should 
not affect other probes in the network.

All communication within the infrastructure (probes included) is 
done via encrypted, mutually authenticated channels. In the case of 
the probes, this communication is through a Secure Shell (SSH) pro-
tocol connection that is also used to channel control traffic and result 
traffic back and forth, whereas we use Transport Layer Security 
(TLS) for communication between the control components.

The software running on the probes is field-upgradeable, with the 
probes being able to verify the authenticity of new firmware via 
cryptographic signatures. This setup allows us to deploy new func-
tionality as well as security enhancements, so the risk of having a 
security vulnerability that we are unable to fix is very low.

Of course, no system is 100% resilient against attacks. We run a 
custom firmware, which may have its flaws, on baseline operating 
systems (CentOS, OpenWrt, and ucLinux). We believe the current 
security mechanisms provide adequate protection against casual 
attackers, and the potential for more serious disruptions to the  
network is limited to sufficiently resourceful attackers, making it 
quite low.

Architecture and Infrastructure
The RIPE Atlas architecture is designed with the previously men-
tioned key principles in mind: scalability, resilience, and so on. The 
general structure is shown in Figure 2. 

RIPE Atlas  continued
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Figure 2: The Overall  
System Structure
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A central Structured Query Language (SQL) system database con-
tains a lot of the key information: almost all of the information about 
the probes and their various properties; metadata about measure-
ments; users; credits; etc.

A cluster of message queue servers acts as the central nervous sys-
tem for the architecture. It provides connectivity between the various 
components, and ensures a one-time, guaranteed message delivery 
with very small delays. It also eliminates the need for each component 
to maintain knowledge about which other components are present, 
whether they are connected, etc. This cluster has enough capacity to 
both deal with control messages and pass on result data, though at 
a later point we may split these two tasks or change to a more direct 
data-reporting channel.

Whenever a probe starts up, it first connects to one of many pre-
configured registration servers. These servers allow only connections 
from known probes using their specific public keys. When a probe 
connects, the servers determine which controller the probe should 
be directed to based on the location of the probe, the availability of  
controllers, and other factors. The servers then redirect the probe to  
the chosen controller and notify this controller about the probe.  
During this process, they inform the probe and the controller about 
each other’s public keys.

The controllers accept probe connections from the list of probes they 
get from the registration servers; they do not have full knowledge 
of all probes. Once a probe connects, they keep the channel open to 
receive results and to notify the probes about measurement tasks. 
Although theoretically each controller can handle a large number of 
probes, we’re trying not to overuse this capability in order to avoid 
too much fate-sharing between probes when individual controllers or 
data centres become disconnected.
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The brains execute higher-level functions in the system, notably 
the measurement scheduling. This activity happens based on the  
requests received via the User Interface (UI) and Application Program 
Interface (API), and involves an elaborate set of steps about probe 
preselection, negotiations with the controllers about probe availabil-
ity, etc. Brains also act as an interface and filtering service between 
controllers and the central database in order to propagate probe 
metadata to the UIs.

The UI takes care of all user interactions. It serves the pages for the 
web interface and handles the API calls. It also serves data down-
load requests via the API; we will likely separate this activity into a 
separate component if the number of requests or the amount of data 
transfers creates a bottleneck.

The data streaming servers provide real-time access to the flow of 
result data, directly off the result queues, and include a few min-
utes of “short-term memory” to supply recent results. They can also 
replay results that have already been stored in the result store.

Finally, the result store is a Hadoop/HBase cluster for long-term stor-
age of all results. It also handles periodic calculation of aggregates 
and various other tasks. The technology used allows for relatively 
cheap redundant storage of the dataset, as well as a simple way of 
executing MapReduce-type batch operations to extract information 
from datasets that are otherwise too large to download and analyse.

In addition, there are a number of auxiliary subsystems attached to 
the infrastructure that perform various functions, such as dealing 
with DNS (“SOS”) requests from probes, managing the administra-
tive tasks, or monitoring and analysing the behaviour of the system 
in near real time. RIPEstat[14]  also closely cooperates with the UIs to 
visualise the stored datasets.

This architecture allows easy expansion if any one component 
becomes a bottleneck. For example, it’s very simple to add more con-
trollers to the system to handle additional probes as needed.

Implementation
Over the years, RIPE Atlas has gone through numerous transitions, 
shaped both by interactions with the wider community and the chal-
lenge of managing so much data. At the start of the project, RIPE 
Atlas was quite static: result data was restricted to data collected by 
hosts’ own probes, with a handful of visualisations provided by the 
RIPE Atlas team based on data collected from the (then) small net-
work of a few hundred probes.

Over time, however, we introduced the concept of user-defined mea-
surements, which allowed individual probe hosts to use the growing 
network to do things we hadn’t initially considered. Slowly, and in 
consultation with the community, the options for these user-defined 
measurements grew, allowing for more protocols and more options 
within them, so that hosts can now take advantage of a global net-
work to perform ping, traceroute, DNS, SSL, and NTP measurements 
with a plethora of options.

RIPE Atlas  continued
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Interfaces
As we expanded the available features, we needed to change the ways 
in which users interfaced with the system. Where once we had a very 
data-heavy ExtJS-based website, we built a more user-friendly inter-
face to access a variety of data visualisations. At the same time, we 
also gave access to our data to those wanting to create their own 
views by standardising on a Representational State Transfer (REST)
ful API, streaming API, and result-parsing toolkit.

We also added a few new sections to the website to improve the user 
experience:

• A credits page with a chart to help users understand how many 
credits they were earning and spending

• A keys page to allow users to create API keys that they can use to 
create new measurements with the RESTful API or share existing 
result data

• Separate pages for different groups of users, including “ambassa-
dors” (those who help us distribute probes), financial sponsors, 
and anchor hosts

The largest change was the way in which we display probe and 
measurement information. The first instances of this change were 
cluttered, grid-like interfaces, which we replaced with a searchable 
listing and highly visual renderings of measurement results and probe 
performance. Many of these new interfaces are powered by the pub-
licly available APIs.

Lastly, we introduced an updated and much more user-friendly inter-
face for creating measurements. Guided by feedback from users of 
the old ExtJS-based system, measurement creation became a single 
form with three sections, of which only the first required direct input. 
Users are left to decide whether they want to accept the defaults for 
the other sections or be more specific.

This new measurement form was coupled with numerous helper 
tools, including:

• A credit consumption visualiser that helps users gauge the long-
term expense of their proposed measurement

• An elaborate probe selection wizard that allows users to search, 
filter, and select probes across networks and geographical space: 
This selector also implements a standard autocomplete that covers 
ASN, prefix, IP, address family, and current probe status.

• An API example panel that shows the equivalent request as if it 
were submitted via the API: This panel was designed to serve as 
a learning tool for those interested in working with the API for 
future measurement creation.

This new tool, combined with the availability of the RESTful API, 
made it much easier to create and manage measurements.
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Visualisations
In addition to downloading results in JavaScript Object Notation 
(JSON) format or accessing them via the streaming API, users can 
also benefit from the visualisations we have created for some mea-
surement types. These visualisations are usually made with JavaScript 
and Scalable Vector Graphics (SVG). The back end provides only the 
data, while the visualisation and the data correlation are done com-
pletely client-side and are accessible from a web browser without 
third-party plug-ins. They can be embedded in any HTML page or 
shared by means of permalinks. These visualisations include:

• Simple, tabulated layouts of key parameters extracted from mea-
surement results: These layouts can give an immediate impression 
about how the target behaves according to the measurement.

• Maps of all kinds showing success rates, round-trip times, or  
measurement results, where each involved probe and its latest 
result are denoted by colour, shape, or size: These maps are con-
structed to work with practically all types of measurements that 
the system supports.

• Simple charts of packet loss and round-trip times for ping mea-
surements, also featuring a shift and zoom function to explore  
past results.

• A “seismograph” that shows results of ping measurements from 
multiple probes: This tool allows users to compare results from 
multiple probes at the same time, making it really powerful to spot 
common behaviour across multiple ASNs, countries, or regions. 
The tool also supports zooming and exploring historical data.

• A complete rewrite of the RIPE NCC tool DNS Monitoring 
“(DNSMON)”[15] to visualise long- and short-term behaviour  
and reachability of root DNS servers and important top-level  
DNS domains: In many aspects, the RIPE Atlas version of  
DNSMON goes well beyond the functionality of its predecessor, 
for example, by incorporating traceroute measurements alongside 
the DNS queries and offering this information to help users diag-
nose observed performance changes.

• A tool that shows common paths towards particular targets, based 
on traceroute measurements

There is a lot of further potential in providing more visualisations 
to our users. In particular, we are working on extracting more infor-
mation from traceroute measurements. Combined with the ability to 
zoom in or out using ASN, prefix, or even geographical aggregations, 
this information can give an easy-to-understand, immediate explana-
tion of where network bottlenecks or dysfunctional network paths 
are located.

Data Storage
A global measurement network as big as RIPE Atlas has unique 
requirements for storing and accessing the collected data. 

RIPE Atlas  continued
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As of July 2015, about 8,000 concurrently running measurements 
produce more than 2,700 results per second. Depending on the mea-
surement type, the size of the result can vary from a few bytes to 
kilobytes. All measurements ever run since the start of RIPE Atlas 
have been kept. Hence it is not a surprise that the net size of all mea-
surements until this point has grown to 24 TB. On top of this amount 
is another 4 TB worth of derived data, resulting in a total of 28 TB of 
active Internet measurement data. Keeping this data online, indexed, 
and accessible in real time is a challenge on its own.

Storage Solution
After a period of extensive testing and comparing available stor-
age solutions, we decided on Apache Hadoop, because it seemed to 
be scalable and reliable. In addition, at the time of our decision in 
2011, it was one of the few open-source solutions capable of dealing 
with data on a terabyte level. Related to the open-source nature of 
Hadoop was a choice of different distributions, and we selected the 
one created by Cloudera (CDH).

Hadoop, maintained as an Apache project, is a software frame-
work that allows for the distributed processing of large datasets. Its 
design makes it possible to scale from a single server to thousands of 
machines, with each machine offering local computation and storage. 
High availability and data security are built into the library itself, so 
we didn’t have to depend on expensive hardware and we could use 
inexpensive commodity hardware instead.

The Hadoop distributed file system allows for high-throughput access 
to the application data. Another key component is MapReduce, 
which is a simple programming model that breaks up large datasets 
and splits data-processing tasks so they can be run in parallel on mul-
tiple nodes in a cluster. On top of this stack we use HBase, another 
part of the Hadoop ecosystem, which provides a structured, table-
like storage model for large, distributed datasets. 

What we described earlier as the “result store” currently consists of 
one development cluster and two production clusters, one live and 
one standby. Each production cluster has 119 machines providing a 
total of 3.5 TB of memory and 952 CPUs. Of the 119 machines, 110 
act as workers on which data is stored and jobs are executed. The 
other 9 machines schedule jobs and manage cluster resources. Each 
worker can store approximately 4 TB of data, providing a total of 
400 TB of storage capacity (after formatting).

Each production cluster is roughly at two-thirds of its capac-
ity, accounting for 260 TB. The cluster also stores other datasets, 
such as Border Gateway Protocol (BGP) routing data collected by 
Routing Information Service (RIS)[16]. Nevertheless, the storage 
requirements for RIPE Atlas alone are significant because, in order 
to achieve reliable storage, Hadoop uses replication, which blows up 
the requirements for RIPE Atlas data to 75 TB using a replication 
factor of three. 
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It might be surprising that we run two production clusters, given 
that Hadoop has reliability built in, so one cluster might seem to 
be sufficient. In fact, only by using two clusters were we able to test 
new features and platform updates without running the risk of long 
service interruptions in case something went wrong. As with any 
software, Hadoop is not bug-free, and we especially noticed this real-
ity when we used its first releases just as “big data” was becoming a 
buzzword. As it moves toward a more stable system, it might be an 
option in the future to combine the two clusters, resulting in double 
the current capacity.

Data Flow
From the message queue servers, the measurement data, in the form 
of Advanced Message Queuing Protocol (AMQP) messages, is loaded 
by daemons running on all worker nodes. The payload, in JSON 
format, is extracted and stored directly in HBase tables and saved 
as sequence files. Sequence files are a binary format of the collected 
data, which act as an efficient input for MapReduce jobs that create 
tables derived from raw data.

Data derivation is specifically necessary because Hadoop, like many 
other NoSQL solutions, is a key-value store and hence lacks elabo-
rate concepts of data projection and selection. The key, which is the 
only available index, becomes very important, and different access 
use cases require different key layouts, resulting in data duplication.

An often-used derivation is time-based aggregation, which compacts 
data collected over a long period of time to a fraction of its original 
size. By extracting statistically relevant values like minimum, maxi-
mum, and median, users (via the UI) are still able to get an overview 
of the measurement result without having to download all of the 
measurement data. 

Initially orchestrated by cron jobs, the execution of MapReduce jobs 
is now done with a software component called Azkaban. Azkaban 
can account for dependencies between datasets and—most impor-
tantly—data availability, and the result is much better data quality 
for the derived datasets.

Next to regularly running jobs, the system also supports ad hoc data 
processing, which enabled our data scientists to crunch volumes of 
data that would have never fit on anyone’s workstation.

Datasets
RIPE Atlas data consists of multiple tables. From the size value, one 
can see the difference between raw and aggregated tables, highlight-
ing how aggregation saves a lot of space and makes overviews much 
faster.

• Result blobs: all messages fetched from the message queue serv-
ers; this data is the rawest form accessible as a table and acts as the 
input for most other tables (24 TB)

RIPE Atlas  continued
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• Latest results: the latest measurement result per probe and mea-
surement (50 GB)

• Counters: information about the amount of results delivered per 
probe and measurement, also used for credit billing (4 GB)

• DNS details and aggregates: all DNS measurements and their 
aggregates, also the ones used for DNSMON (800 + 200 GB)

• Ping results and aggregates: contains all ping measurements and all 
its aggregates used for ping visualisations (3.5 TB + 140 GB)

• Traffic: data on how much traffic a probe produced, upstream and 
downstream (12 GB)

The front-end servers (RESTful) gain access to the data via Apache 
Thrift. Thrift is a software framework that allowed us to build 
seamlessly integrated data types and service interfaces between the 
Hadoop Java environment and the front-end Python environment. 

Measurements
RIPE Atlas performs two distinct sets of measurements. The first cate-
gory is the “built-in measurements,” performed by all probes as soon 
as they are connected; it provides a baseline flow of generally useful 
results. The second category is the “user-defined measurements” that 
users specify themselves, which usually run on only a small subset of 
the probes.

Built-In Measurements
When a probe is plugged in, it initiates connection to the RIPE Atlas 
infrastructure and is connected to a controller, which sends a list of 
predefined, built-in measurements. These measurements are designed 
to provide useful data to the host for monitoring their connectivity 
and discovering potential local issues, but they also provide a wide 
array of generally useful results for network visualisations.

Built-in measurements include:

• Pings to first and second hops

• Pings and traceroutes to well-known destinations, such as DNS 
root servers and RIPE Atlas anchors

• DNS SOA, version.bind, hostname.bind, id.server, and  
version.server monitoring on the DNS root servers

• HTTP and SSL requests to some of the RIPE NCC servers

Built-in measurements are performed via both IPv4 and IPv6 if a 
probe seems capable of supporting both protocols. The measure-
ments are ongoing, with most of them running every few minutes. 
The list of running built-in measurements is defined solely by the 
RIPE Atlas team; probe hosts have no influence over it. Data for the 
built-in measurements is publicly available.
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User-Defined Measurements
The distinct feature that makes RIPE Atlas unique and provides value 
for all participants is its ability to let users schedule their own mea-
surements using virtually all of the probes throughout the network 
with great flexibility. Users are free to choose:

• Measurement type (from the supported set)

• Type-specific options such as flags and parameters

• IP version

• Measurement target (for example, hostnames or IP addresses)

• Measurement source (that is, vantage points); this source is the set 
of probes defined by size and desired properties, such as geogra-
phy, ASNs, prefixes, and tags. It is also possible to reuse the same 
sets of probes that were used in previous measurements.

• Measurement start/end time and the frequency of ongoing 
measurements

Each measurement can be ongoing (with a user-defined frequency) 
or a one-off measurement. One-off measurements are more expen-
sive to handle, but they have a much faster reaction time, delivering 
results in a matter of seconds.

User-defined measurements can be created and maintained using 
the web interface, as well as the RESTful API. Users can stop mea-
surements prematurely if they wish, and can also change the set of 
involved probes.

User-defined measurements are the most resource-consuming activ-
ity within RIPE Atlas, and we therefore need to balance the system 
capacity with our users’ needs. To achieve this balance, we constantly 
increase the number of probes, throughput of the measurement result 
delivery, and storage. The credit system also plays a large role. It 
encourages users to keep their probes connected, so they earn cred-
its to use on user-defined measurements, and to use the system with 
care. The more resource-intensive a measurement (number of probes, 
probe CPU, network activity), the more expensive it is.

Current Measurement Types
At the time of writing, RIPE Atlas supports the following measure-
ment types:

• Ping: monitors network delays using Internet Control Message 
Protocol (ICMP) IP echo messages

• Traceroute: displays the route path and measuring transit delays

• DNS: queries Domain Name System servers or resolvers (provides 
users with similar functionality of well-known tools such as dig 
and nslookup)

• SSL: queries SSL/TLS certificates of remote servers

• NTP: queries Network Time Protocol servers, dumps the reply, 
and computes some statistics, such as reply time

RIPE Atlas  continued
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Every measurement type allows the user to specify parameters for 
fine-tuning. For example, ping allows the user to change the num-
ber and size of packets, while DNS has a much wider set of options, 
allowing users, for example, to set query parameters, recursion, num-
ber of retries, and so on.

Future Measurement Types
We constantly work with the RIPE Atlas community to satisfy our 
users’ demands for different measurement functionality. We have 
started to add new measurement types and continue to add new 
options for fine-tuning them, as long as they are consistent with the 
RIPE Atlas mission. The following measurements are likely to be 
introduced in the near future:

• HTTP: queries HTTP servers. The system is technically already 
capable of doing this task; it is used internally to deliver results, 
but it’s not yet available for public use. Public availability will most 
likely be restricted to allowing users to perform GET and HEAD 
requests against a predefined list of targets (initially RIPE Atlas 
anchors).

• WiFi: an intentionally opt-in-only feature to verify the functionality 
of Wireless LAN (WLAN) access points: The intention is to check 
whether it’s possible to connect to a requested, specific Service Set 
Identifier (SSID), and measure the IP connectivity of this interface. 
We do not intend to use WLAN connection for IP connectivity of 
the probe itself, and we don’t plan to allow passive WiFi scans.

Day-to-Day Development
RIPE Atlas is developed by a team of software engineers with over-
lapping focuses. Although we don’t follow a particular methodology, 
RIPE Atlas development is agile in the sense of iteratively deliver-
ing and improving upon working features, responding to feedback 
from the community, and continuously focusing on good design and 
architecture. Development is modular, with each type of component 
having its own Git repository, automated deployment mechanism, 
and release schedule. The frequency of these release cycles var-
ies according to development intensity. For example, the UI has the 
highest rate of change and so has a new release almost every week—
with larger stretches for fundamental changes that possibly include 
bug fixes and hot fixes in the interim—while the brain may go weeks 
between new features and releases.

In addition to the main RIPE Atlas system, two internal environ-
ments are fully functional, each made up of the various components 
necessary to make a working system. The first is a development 
environment, which is used to test new features, either directly or 
as a verification stage after modular, test-driven development. Test- 
driven development is particularly important and powerful when 
making changes that are cumbersome or time-consuming to test 
with a real RIPE Atlas network—even a scaled-down development 
version—where real components have to “talk” to each other at  
network speeds. 
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In such cases, it is helpful to write unit tests for each part that rep-
resents the desired or correct interaction between components, and 
to write code until the tests pass. The second environment is a test 
or preproduction network that runs the next release while it is being 
prepared for production. Depending on the magnitude of a release, 
this test can take anywhere from less than a day to a week or more.

Each of these environments, including the production system, has 
a suite of system tests that verify a range of behaviours, including 
logging in to the website, creating measurements, and downloading 
results. This suite of tests acts as an end-to-end sanity check and can 
catch things that manual testing and unit tests might miss, or issues 
that may crop up only after unpredictable real-world use. This suite 
is complemented by a dashboard, which enables interactive visuali-
sation and analysis of patterns and spikes in error rates, and various 
bespoke statistical graphs.

Probe Hardware Experiences
The first version of RIPE Atlas probes was very limited. The probe 
was based on a Lantronix XPort Pro module.[17] This module con-
tains a FreeScale MCF5208 ColdFire processor, 8 MB of main 
memory, and 16 MB of flash storage. It is a 32-bit CPU with no 
Memory Management Unit (MMU). The module was complemented 
with a power board that takes power from USB (5V) and converts it 
to the 3.3V the module needs. The power board is then enclosed in 
a small black case. 

Black-Box Model
The limitations of these first-generation probes led to a black-box 
model. The probes have no buttons; the Ethernet connector has link 
and activity LEDs and nothing else. Because of the limited amount of 
main memory, it would be difficult to run a web server on the probes 
for configuration.

The attractiveness of this model comes from the fact that a probe 
host has to connect only the USB connector to a USB port for power 
and plug in an Ethernet cable for network connectivity. The probe 
does not run any services, which is also good for security. Because the 
probes do not cost the hosts anything, we wanted to make them diffi-
cult to tamper with to avoid having people re-purpose them for their  
own uses.

Automatic Firmware Upgrades
Automatic firmware upgrades are another feature of the black-box 
model. Probe hosts do not have to care about upgrading the probe 
firmware. At first glance, firmware upgrades are easy enough. The 
flash memory of the probe is split into two parts; one part contains 
the firmware, and the other is used to temporarily store measurement 
results.

During a firmware upgrade, the new firmware is written to the parti- 
tion that contains the measurement results, and the boot configura-
tion is changed to boot the other partition. 

RIPE Atlas  continued
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Automatic firmware upgrades mean that almost all bugs can be fixed 
in later firmware versions, except those that prevent a firmware 
upgrade in the first place. We also want to use probes for as long as 
possible, so probes that may have been lying in a drawer for a long 
period of time should be able to upgrade to the latest firmware. This 
stipulation places rather tight restrictions on the backward compat-
ibility of the firmware upgrade process.

One question that arises is whether it would be possible for an 
attacker to upgrade probes with malicious firmware. With the origi-
nal firmware, this question meant attacking one of a few core servers 
or the SSH connection between the probe and the registration server. 
To further reduce the possibility of this attack, probes now verify a 
digital signature attached to the firmware. The digital signature is 
made offline and with secret splitting to make sure that multiple peo-
ple are involved in signing the firmware.

Debugging a Black Box
A question that arises rather quickly is how to debug a black box. 
What do you do with a probe in a remote location that has no display 
and no buttons to press? Just about the only interaction possible is 
to power-cycle the probe. Because probes communicate over the net-
work, we can distinguish two broad classes of problems: ones that 
prevent the probe from reporting results and ones that do not.

The second class can be solved most of the time by ensuring an 
appropriate amount of logging and taking advantage of the scale of 
the system. Over time, logging got more and more refined as a result 
of lessons learned trying to debug problems. For example, probes 
regularly log free memory and free disk space, making it possible to 
spot memory leaks.

For the first class, we have a few techniques and tricks. The first is 
that probes perform special DNS queries (called “SOS”) when they 
reboot; the queries include the message they want to send as part of 
the hostname they look up. In some cases, a probe can contact a reg-
istration server but nothing else. In that case, we can direct the probe, 
for example, to an IPv4 address literal if we suspect DNS problems or 
force the probe to use either IPv4 or IPv6 if we suspect that the prob-
lem is with one of the protocols.

All of these tasks can be done without involving the probe host, 
although they can assist in two ways. Some hosts can run tcpdump 
on their routers, in some cases possibly giving us a clue about what 
went wrong. The probe also logs details about what goes wrong when 
it tries to connect, so connecting the probe to a different network 
allows these logs to be reported. It should be noted that connecting 
a probe to a home router is more likely to work than most office or 
data centre setups, because home routers have rather simple dynamic 
configurations and a lack of firewalls compared to more strictly man-
aged environments.
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Static Network Configuration
Most probes obtain their network configuration dynamically, using 
Dynamic Host Configuration Protocol (DHCP) for IPv4 and Router 
Advertisements (RAs) for IPv6. In some networks, however, those 
services are not available. To support those networks, probes can 
also receive network configuration from the back-end servers, but 
this process creates a “Catch 22” because a probe needs network 
access to be able to obtain network configuration from the back-end 
servers.

To solve this problem, the probe first has to be connected to a net-
work that dynamically configures the probe. The probe can then 
fetch the network configuration and store it in flash memory. After a 
static network configuration successfully communicates to the probe 
this way, the probe can be moved to the target network.

However, this process introduces two problems. The first is that 
static network configuration has to be carefully copied across firm-
ware upgrades. The second is that if somehow the static network 
configuration does not work, the probe has to revert back to dynamic 
network configuration. This reversion is quite tricky to achieve in 
practice and, over time, quite a few bugs have caused problems 
with it. In many cases, they required carefully tweaking the affected 
probes to get them back on track. Even though this feature adds a lot 
of complications, it also allows deployment in networks that would 
otherwise be inaccessible for us, so we expect to support this model 
in the long run.

It’s worth noting that static configuration can also cause unexpected 
problems. We’ve seen many cases in which the addresses of DNS 
resolvers defined for the local network changed over time, but the 
probe was never informed about it. This change leaves the probe in 
an inconsistent state that requires manual intervention. For this rea-
son, we do not recommend that hosts use static configuration unless 
there’s no other solution.

Network Problems
One challenge with the black-box model is that debugging problems 
typically requires the probe to have a working network connection. 
Unfortunately, misconfigured networks are among the most common 
problems.

One problem that is relatively easy to work around is misconfigured 
DNS. Probes have the names and public keys of two registration 
servers, which are used to bootstrap the connection to the back-end 
servers. By adding IPv4 and IPv6 addresses to the names, the probes 
can connect even if DNS resolution fails. The probes try addresses 
and names in random order until one succeeds. Obviously, DNS 
measurements are still doomed on such a probe.
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It is possible that the probe simply did not get a lease from DHCP, 
or got the wrong address or default router, etc. In such a case, the 
infrastructure side can’t detect any life signs from the probe, and it is 
entirely up to the probe host to resolve the problem. Something simi-
lar applies to firewalls; sometimes it is possible to spot a firewall if 
the DNS traffic from the probe is detected, but we see no SSH traffic. 

Finally, there are Path MTU Discovery (PMTU) problems. IPv4 typi-
cally does not have PMTU problems, but IPv6 does. A quick hack 
to avoid the IPv6 PMTU problems then causes problems with some 
routers used by probe hosts that make mistakes in TCP Maximum 
Segment Size (MSS) clamping.

All of these issues make troubleshooting a probe that fails to connect 
a bit of a trial-and-error game. Again, it sometimes helps to ask the 
probe host to move the probe to a new network so that it can report 
what it logged about the first network.

Different Probe Versions
One problem caused by the lack of an MMU on the first-generation 
probes was memory fragmentation. On systems with an MMU, main 
memory fragmentation is no problem because it does not cause frag-
mentation of the virtual memory of a process. On systems without an 
MMU, fragmented main memory cannot be hidden and, essentially, 
the only way to deal with memory fragmentation is to reboot the 
probe. Certainly with early firmware versions, the 8 MB of memory 
would quickly fragment and probes would reboot, sometimes within 
one day.

Fortunately, Lantronix was responsive to this issue and released a 
version with 16-MB main memory. These devices became the second-
generation probes.

However, the CPU in the version 1 and 2 probes remained slow,  
with it taking about 30 seconds to set up an SSH connection. The  
8 MB that is available for storing measurement results was not a lot  
if the probes lost their connection for more than a few days. In addi-
tion, off-the-shelf travel routers are both more powerful and cheaper 
than the Lantronix modules, which are designed for industrial 
applications.

This situation led to the third-generation probes, which are based 
on the TP-Link TL-MR3020 travel routers (see Figure 3). They have 
a much faster CPU and 32-MB main memory, but only 4-MB flash 
memory. Fortunately, a USB connection was available where we 
could plug in a USB flash device, although this need required a rede-
sign of the firmware. During normal operation, the probe runs from 
the external USB flash, which is encrypted to make the probe more 
tamper-resistant. On the built-in flash is a small amount of code that 
can switch to the external USB and can also fetch firmware over the 
network and write it to the USB flash device.
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This approach has a disadvantage in that it is a lot more complex  
than what runs on the version 1 and 2 probes. However, an advantage 
is that, if the USB flash becomes corrupt or nonfunctional because of 
a bug, the built-in flash version can simply overwrite it with a fresh 
copy. Upgrading the built-in flash is also possible, but ensuring that 
all combinations work proves to be quite tricky.

Finally, a need for high-capacity probes that would be rack-mounted 
in data centres resulted in the anchors. Anchors are rack-mounted 
PCs running CentOS Linux. From a firmware point of view, the main 
differences are that the probe code runs as a regular application and 
all network management is left to normal CentOS configuration. To 
the host, an anchor is a black box just like the regular probes, but 
remote-management cards make it possible to configure the anchors 
directly. In contrast to normal probes, anchors also run various basic 
services, allowing them to act as measurement targets as well.

Figure 3: Atlas Probe Version 3

Hardware Problems
With the version 1 and 2 probes, hardware problems were, and 
remain, rare. A very small fraction of the devices have developed 
hardware failures, and those failures fall into three groups: power 
failures, Ethernet failures, and flash-memory failures. We have not 
looked into it deeply, but power failures are likely a failure of the 
power regulation board. A few probes developed problems with the 
Ethernet interface; typically, they can send packets but cannot receive 
them. Finally, with some probes, the flash memory has broken.

The situation is quite different with the version 3 probes. One of 
the first things that became apparent is that some USB ports used to 
power the probes did not supply enough power. The curious effect 
is that only the external USB flash device refuses to start, leaving the 
probe with a configuration as if no USB flash device is plugged in.  
We solved this problem by having the probe perform special DNS 
queries to indicate that it cannot find a USB flash device.

RIPE Atlas  continued
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Some time later, the USB sticks once again proved to be a weak link, 
although we should note that the number of failures is a few dozen 
out of thousands of probes. The USB sticks sometimes fail to work in 
various ways: some become read-only, while others reset their config-
uration to a default state. Typically, they then show a capacity of only 
64 MB and have simple patterns as serial numbers. Finally, actual 
data corruption has occurred in a few cases.

Far less frequently than broken USB flash devices, sometimes the 
TP-Link devices develop power failures or problems with the Ethernet 
interface.

IPv4 and IPv6
Probes support both IPv4 and IPv6; however, IPv4 and IPv6 differ 
in many subtle ways. One feature that does not occur in IPv6 (or at 
least we are not aware of any probe in the network that deploys it) 
is Network Address Translation (NAT)[20]. When a probe reports a 
measurement result, the local IPv4 address is, in many cases, a local 
address defined by RFC 1918[21]. The RIPE Atlas system tries to keep 
track of what the corresponding public IPv4 address is, and the back 
end inserts that address in the measurement results when they come 
in. For IPv6, that complexity is not implemented.

At first, all probes with a global IPv6 address were assumed to be 
IPv6-capable. However, it turns out that a significant fraction of 
those addresses have a Unique Local Address (ULA)[22] and have no 
actual Internet connectivity. A second issue with IPv6 is that a probe 
may have multiple IPv6 addresses. The problem here is that, without 
special measures, it is not clear which address a probe will use in a 
measurement. A probe may use different addresses depending on the 
measurement target.

It is attractive to think of a probe being in a certain AS. However, 
each address can be in a different AS, meaning a probe can have dif-
ferent ASs for its IPv4 and IPv6 addresses, and a probe with multiple 
IPv6 addresses may, at least theoretically, also have different ASs for 
each address.

RIPE Atlas Community 
From the beginning we knew that, in order to succeed, RIPE Atlas 
would need a strong community around it, both to help us grow the 
network by hosting probes and anchors and to help spread the word 
about the usefulness of the project for network operators, research-
ers, and interested users. We also rely on the Internet community and 
anyone using RIPE Atlas to give us feedback about new features we 
develop, useful functionality they would like to see, and the future 
direction of the project. 

We regularly update the community about the development of RIPE 
Atlas via articles on RIPE Labs[18] that explain new features and func-
tionality and ask for feedback. 
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We also publish different use cases and analyses that employ RIPE 
Atlas data, and have a special collection on RIPE Labs[19] that includes 
articles and blog posts written by external RIPE Atlas users about 
their own experiences, as well as scientific papers based on RIPE 
Atlas data, and presentations about RIPE Atlas given by members of 
the community at various conferences. 

The RIPE Atlas network is essentially a volunteer-based project; it 
relies almost entirely on a community of probe and anchor hosts to 
install the hardware devices in their own networks. Most probe hosts 
initially heard about RIPE Atlas from the RIPE NCC directly, either 
via our website, mailing lists, or at various conferences, and applied 
online for their probe.

Initially, we distributed probes via post, free of charge, to any-
one who applied, with the goal of reaching critical mass. As we’ve 
come closer to reaching our goal of 10,000 probes in the past 
year, we’ve started being more selective in distributing probes 
and have employed checks to ensure that probes are distributed 
to ASNs that don’t already have a probe connected within them 
(although RIPE NCC members can receive a probe regardless of this 
stipulation). Anchor hosts also play an important role in strength-
ening the RIPE Atlas network and boosting its capacity, and, unlike  
regular probe hosts, they contribute to the project financially by  
purchasing the required hardware. 

We also rely heavily on our ambassadors—currently more than 240 
volunteers—who help us distribute probes and give presentations 
about RIPE Atlas at conferences all over the world. The RIPE NCC 
also has partnerships with the other Regional Internet Registries 
(RIRs) to help distribute probes in their service regions.

Each year, numerous organisations support RIPE Atlas by contrib-
uting to the project financially, and we are grateful to them for their 
support. 

The RIPE Atlas website contains numerous “Community” pages 
that highlight new probe hosts, those hosts with the largest number 
of measurements and credits spent, anchor hosts, sponsors, and the  
different conferences where ambassadors will be available to answer 
questions and hand out probes. 

RIPE NCC members enjoy several special benefits, including receiv-
ing extra credits for their own use and having access to a recently 
developed webinar on advanced use of RIPE Atlas measurements. 
During the webinar they have the opportunity to learn from and 
interact directly with RIPE Atlas developers. 

In March 2015, we also hosted the first RIPE Atlas Hackathon, a 
three-day event in which developers, designers, computer science  
students, and open data enthusiasts were invited to use RIPE Atlas 
data to develop useful, creative, and stunning visualisations for the 
benefit of the entire Internet community. 

RIPE Atlas  continued
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The hackathon produced some very promising results, and we hope 
to host more such events in the future. 

The past five years have been very exciting for the RIPE Atlas devel-
opment team. It has been interesting to see the system grow from an 
idea into more fully realised concepts, then a prototype, and finally 
into a full service. RIPE Atlas is certainly still evolving, and its con-
tinued development is very much based on a steady stream of ideas 
and suggestions from the community.

It has also been nice to see how more and more people—network 
operators and researchers, but also regular Internet users—have 
started using RIPE Atlas to measure to their heart’s content. We 
are happy to see people build tools for their specific uses and share 
them. We are very grateful to all our users, probe and anchor hosts,  
sponsors, ambassadors, contributors and everyone who has helped 
build this network—and hope we can count on your continued 
involvement for the benefit of the entire Internet community. You 
can get involved with RIPE Atlas by visiting this website: 
https://atlas.ripe.net/get-involved/

Conclusion
RIPE Atlas is a globally deployed tool to actively measure the IP layer 
of the Internet. It is a collaboration of many, led by the development 
team at the RIPE NCC. It is useful for both ad hoc observations and 
long-term data collection. The number of its permanently operating 
vantage worldwide points stands at more than 8,000 and is con-
stantly increasing. Everyone can contribute, and anyone who does 
contribute can use the entire system worldwide. Measurement results 
are stored for many years and thus everything based on RIPE Atlas 
results can be independently verified. 
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Rob Blokzijl Receives 2015 Postel Service Award
The Internet Society recently announced that its prestigious Jonathan 
B. Postel Service Award was presented to Rob Blokzijl for his pio-
neering work, 25 years of leadership at Réseaux IP Européens (RIPE), 
and for enabling countless others to spread the Internet across Europe 
and beyond. Dr. Blokzijl was selected by an international award 
committee, comprised of former Jonathan B. Postel award winners, 
which placed particular emphasis on candidates who have supported 
and enabled others in addition to their own specific actions.

During the 1980s, Dr. Blokzijl was active in building networks for the 
particle physics community in Europe. Through his experience at the 
National Institute for Nuclear and High Energy Physics (NIKHEF) 
and The European Organization for Nuclear Research (CERN), he 
recognized the power of collaborating with others building networks 
for research and travelled worldwide to promote cooperation across 
networkers. In the 1990s, Dr. Blokzijl was influential in the creation 
of the Amsterdam Internet Exchange, one of the first in Europe. His 
most widely recognized contribution is as founding member and 
25-year chairman of RIPE, the European open forum for IP net-
working. Dr. Blokzijl was also instrumental in the creation of the 
RIPE Network Coordination Centre (RIPE NCC) in 1992, the first 
Regional Internet Registry in the world.

“Rob’s technical expertise and tireless work had a profound impact 
on the development of the Internet as we know it today,” said 
Kathy Brown, President and Chief Executive Officer of the Internet 
Society. “Beyond the breadth of his technical contributions, Rob 
is known across the Internet community for his strong leadership 
and unwavering commitment to collaboration and cooperation, 
exemplifying the spirit of this award.”

Rob Blokzijl and his wife  
Lynn at the IETF 93 Plenary
© 2015 Stonehouse Photographic/

Internet Society
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The Postel Award was established by the Internet Society to honor 
individuals or organizations that, like Jon Postel, have made outstand-
ing contributions in service to the data communications community. 
The award is focused on sustained and substantial technical contri-
butions, service to the community, and leadership.

The Internet Society presented the award to Dr. Blokzijl, including 
a US$20,000 honorarium and a crystal engraved globe, during the 
93rd meeting of the Internet Engineering Task Force (IETF) held in 
Prague, Czech Republic, July 19–24, 2015.

The Internet Society (www.internetsociety.org) is the trusted 
independent source for Internet information and thought leadership 
around the world. It is also the organizational home for the IETF. 
With its principled vision, substantial technological foundation and 
its global presence, the Internet Society promotes open dialogue on 
Internet policy, technology, and future development among users, 
companies, governments, and other organizations. Working with its 
members and Chapters around the world, the Internet Society enables 
the continued evolution and growth of the Internet for everyone.

IESG Statement on Maximizing Encrypted Access To IETF Information
The Internet Engineering Task Force (IETF) has recognised that the 
act of accessing public information required for routine tasks can be 
privacy sensitive and can benefit from using a confidentiality service, 
such as is provided by Transport Layer Security (TLS).[1] The IETF 
in its normal operation publishes a significant volume of public data 
(such as Internet-drafts), to which this argument applies. The IETF 
also handles non-public data (such as comments to NomCom, the 
IETF’s nominating committee) that requires confidentiality due to the 
nature of the data concerned.

The Internet Engineering Steering Group (IESG) and the broader 
community[3] have further concluded that there can be other harmful 
effects in continuing to access public data as clear-text. Recent mas-
sive-scale man-on-the-side intermediary attackers have been seen to 
take advantage of the absence of security to mount active attacks that 
would be more difficult had a transport security mechanism such as 
TLS been used.[2, 4].

The IESG has therefore agreed that all IETF information must, by 
default, be made available in a privacy-friendly form that matches 
relevant best current practices. Further, all future embedded interac-
tions with the IETF (such as <a> tags in HTML) should default to 
causing access via that privacy-friendly form. For content currently 
accessed using the HTTP protocol, using HTTPS URIs and appro-
priate TLS cipher-suites[5] will be the preferred access mechanism, 
however this direction encompasses more than HTTP traffic alone.

Fragments  continued
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However, as there may be tools affected by this, and recognising that 
there are a number of IETF participants who prefer to continue to 
access materials via cleartext, or who have issues with using standard 
confidentiality services, the IESG are also requiring that public infor-
mation continue to be made available in clear, for example via HTTP 
without TLS.

The changes caused by this statement should only need operational 
systems work and should be transparent to almost all consumers of 
IETF information. There are a small number of cases where these 
changes might cause some issues, for example, the current Internet-
Draft boilerplate text, which uses the http: URI scheme. The IESG 
will work with the broader community, tools teams, and IETF 
Secretariat to make these adjustments while minimising disruption 
to the community.

Note that the “secure/privacy-friendly as the default according to best 
practices” principle set out in this statement applies to all IETF infor-
mation, regardless of the protocol used to access that information.
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IANA Transition Update
As announced in our March issue (Volume 18, No. 1), the United  
States National Telecommunications and Information Administra-
tion (NTIA) announced its intent to “...transition Key Internet 
Domain Name Functions to the global multistakeholder community” 
in March 2014. For the latest information on this process, please visit 
https://www.icann.org/stewardship
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Call for Papers
 
The Internet Protocol Journal (IPJ) is a quarterly technical publication 
containing tutorial articles (“What is...?”) as well as implementation/
operation articles (“How to...”). The journal provides articles about 
all aspects of Internet technology. IPJ is not intended to promote any 
specific products or services, but rather is intended to serve as an 
informational and educational resource for engineering profession-
als involved in the design, development, and operation of public and  
private internets and intranets. In addition to feature-length articles, 
IPJ contains technical updates, book reviews, announcements, opin-
ion columns, and letters to the Editor. Topics include but are not 
limited to:

• Access and infrastructure technologies such as: Wi-Fi, Gigabit 
Ethernet, SONET, xDSL, cable, fiber optics, satellite, and mobile 
wireless.

• Transport and interconnection functions such as: switching, rout-
ing, tunneling, protocol transition, multicast, and performance.

• Network management, administration, and security issues, includ-
ing: authentication, privacy, encryption, monitoring, firewalls, 
troubleshooting, and mapping.

• Value-added systems and services such as: Virtual Private Networks, 
resource location, caching, client/server systems, distributed sys-
tems, cloud computing, and quality of service.

• Application and end-user issues such as: E-mail, Web authoring, 
server technologies and systems, electronic commerce, and appli-
cation management.

• Legal, policy, regulatory and governance topics such as: copyright, 
content control, content liability, settlement charges, resource allo-
cation, and trademark disputes in the context of internetworking.

IPJ will pay a stipend of US$1000 for published, feature-length arti-
cles. For further information regarding article submissions, please 
contact Ole J. Jacobsen, Editor and Publisher. Ole can be reached at 
ole@protocoljournal.org or olejacobsen@me.com

The Internet Protocol Journal is published under the “CC BY-NC-ND” Creative Commons 
Licence. Quotation with attribution encouraged.

This publication is distributed on an “as-is” basis, without warranty of any kind either 
express or implied, including but not limited to the implied warranties of merchantability, 
fitness for a particular purpose, or non-infringement. This publication could contain technical 
inaccuracies or typographical errors. Later issues may modify or update information provided 
in this issue. Neither the publisher nor any contributor shall have any liability to any person 
for any loss or damage caused directly or indirectly by the information contained herein.
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